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AISB18-CyberSecurity Preface

Preface

This volume contains the papers presented at AISB Symposium on Digital Behaviour Interven-
tion for Cyber Security held on April 5, 2018 in Liverpool. Each submission was reviewed by,
on the average, 3 program committee members. The committee decided to accept 6 papers.

This symposium focuses on how digital technology can motivate and influence people to
behave more cyber-securely. It brings together researchers, designers, developers and cyber-
security experts interested in computers designed to change cyber-security attitudes and be-
haviours. The symposium covers a wide range of topics on persuasion, from behaviour inter-
vention methods to persuasive argumentation and persuasive user interfaces.

Digital behaviour interventions have a great practical potential. They have been applied
in many domains, for instance to improve health (encouraging a reduction in alcohol intake,
smoking cessation, an increase in exercise, more healthy eating, and adherence to medical treat-
ment) and to move towards sustainable living (encouraging a reduction in energy consumption,
recycling, and use of public transport). There has been much progress in the research com-
munity on digital behaviour interventions, as shown for example by the successful Persuasive
conference series, a special issue of the UMUAI journal, and a successful series of workshops on
Computational Models of Natural Argument (an area overlapping with persuasion). There has
also been a lot of interest in cyber-security behaviour, and policy compliance. However, most
of this work has not been rooted within the behaviour change literature. There is currently
an emergence of work that is beginning to combine these two strands of research, and this
symposium helps to further build this community

In addition to presentations by participants, the symposium also includes discussions in
smaller groups on topics related to digital behaviour intervention for cyber security, and a
keynote presentation by an invited speaker.
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ABSTRACT
Online safety regularly depends on users’ ability to know ei-
ther where a URL is likely to lead or identify when they are on
a site other than they expect. Unfortunately, the combination
of low URL reading ability in the general population and the
use of hard-to-detect approaches like look-alike letters makes
the reading of URLs quite challenging for people. We design
a Slack bot, named Faheem, which assists users in identifying
potentially fraudulent URLs while also teaching them about
URL reading and common malicious tactics. In this work, we
describe the design of the bot and provide an initial evaluation.
We find that Faheem does a good job of interactively help-
ing users identify issues with URLs, but Faheem users show
minimal retention of knowledge when they lose access to the
tool.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous; K.6.5. Management of Computing and Infor-
mation Systems: Security and Protection

Author Keywords
Phishing; usable privacy and security; real-time learning;
security education

INTRODUCTION
Uniform Resource Locators (URLs) are how the majority
of internet citizens find information on the world wide web.
“Linking” between web pages, chat messages, social media, or
even emails is a common method of telling someone else how
to find a piece of content. When asked to visit a physical space
in the real world using a provided address, most people are
able to pull up a map in advance which allows them to answer
important questions like: “How far away is it?” or “Does
Google Maps think that there really is an Office Depot there?"
But with an online URL, people seem to have more difficulty
asking and answering basic questions about the location they
are visiting, for example: “Is this really the website for Office

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page.
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Depot?” or “Will my password be sent to the website safely
so no one else can read it?”

The goal of Faheem is to help people understand the content
of URLs so that they can ask and answer questions about the
URL, in particular, where it leads.

There are various reasons why understanding URLs can be
useful, ranging from avoiding being Rickrolled to being able
to identify when personal information is being sent in the
URL. Phishing is likely the most financially impactful use
case. Phishing attacks involve scammers attempting to obtain
users’ sensitive information for malicious reasons, with the
individuals behind such attacks seeking to deceive users into
visiting websites that impersonate legitimate ones [17]. One
of the many reasons phishing works is that users cannot accu-
rately read a URL to determine if it really is associated with
an organization they interact with or not [8, 25].

Phishing is also quite expensive, costing the United Kingdom
(UK) economy as much as £280 million a year [6]. Only
about 72% of consumers in the UK even know what “phishing”
is even though 92% of organizations report training users to
identify and avoid phishing attacks [3]. Which is wise, since
98% of attacks involving a social element use phishing [2].

With the evolution of social media, instant messaging ser-
vices, such as Slack and WhatsApp messengers, have become
the main communication means between friends, relatives
and colleagues [13]. These services allow end users to share
links and files. However, on the heels of the adoption of
such features, phishing on these new channels has become a
threat [26]. More specifically, the manipulation of URLs is
a popular phishing approach [11] which takes advantages of
people’s vulnerabilities when interacting with technology, and
the characteristics of URLs, which makes it difficult for users
to interpret them correctly in order to distinguish legitimate
websites from those that are spoofed [21]. For example, URLs
are read both left to right (path) and right to left (domain),
URLs can be shortened, or URLs can be represented by an IP
address, all of which is confusing for users [27].

We present here a new Slack chatbot called Faheem which
helps users by parsing URLs for them and explaining the URL
elements in a user-friendly way. The goal of Faheem is to both
assist a user during a regular chat communication, and help
them learn useful URL reading techniques. Ideally, a more
polished version of Faheem could be installed on a company
public Slack channel to provide contextual information about
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the various URLs being shared and protect employees from
erroneously visiting problematic URLs.

We test Faheem against a simplistic URL explanation web
page – called URL Explainer – and find that Faheem does a
better job of supporting people interactively as well as helping
them to retain the knowledge.

BACKGROUND AND RELATED WORK
Uniform Resource Locators (URL)
A URL is a structured description of the location of a digi-
tal resource [5] as pictured in Figure 1. Note that URLs do
not state where the resource is actually located, merely how
to go about locating it, the difference is subtle but a key to
understanding some of the design decisions. For example,
URLs can contain usernames and passwords, this information
is necessary to locate resources behind a login prompt, but
strictly speaking, has nothing to do with the actual location
of the resource. Similarly, the query string exists so that the
requester can pass strings to the host computer and get back
the desired resource. Again, query strings help locate the re-
source in places like databases but do not strictly describe the
actual resource location. When reading URLs the distinction
becomes important because some URLs are actually the loca-
tion of a second URL (redirection), such that a basic reading
is insufficient to learn the final destination.

At a high level, end-user issues around URL readability focus
on: 1) who or what is being communicated with (host, port),
2) what is being said (username, password, path, query string),
and 3) how it is being said (protocol). Who is being communi-
cated with is typically a fraudulent communication (phishing)
issue where the malicious actor is trying to trick the user into
going to the wrong host. What is being said is typically a pri-
vacy issue where more information is communicated than the
user would like, such as communicating unique marketing IDs
via query strings which can include anything the URL creator
wants. For example, the HealthCare.gov site which is used by
United States citizens up for health care allows users to click
on links which take them to different private insurer websites.
Those links were found to include information like pregnancy
status in the URL query string, effectively sending sensitive
data from inside of HealthCare.gov to a private insurer the
user had no current relationship with [22]. This behaviour
is insecure as the query could be saved in server logs and
the browser’s history log, which is a potential confidentiality
breach [28]. The last issue is about how the information is
said which is typically an issue of encryption (http vs. https).
In this paper, the primary focus of Faheem is to raise users
awareness of the who issue, notably, the phishing techniques.

URL Manipulation Tricks
Phishers will often use URL manipulation approaches to make
the URLs they send people look legitimate and deceive the
victim into believing they are visiting a trusted website [11].
The following are a set of common tactics used to hide the
malicious destination of a URL [14, 27]:

• Obfuscate: The company name is not visible in the URL,
which could be owing to the use of the IP address in a
hostname part, or shortened or redirected links.

• Mislead: The expected company name is embedded some-
where in the URL where the user can see it – possibly in
the subdomain, pathname or credentials – but that company
is not the destination of the URL.

• Mangle: The company name has letter substitution, mis-
spelling or non-ASCII characters (similar to English ones),
resulting in visually identical web addresses, known as a
Homograph attack [16].

• Camouflage: The company name contains an extension in
the domain name, such as a different top-level domain or
deliminator-looking character other than the normal period;
this is usually done with the addition of a hyphen. For exam-
ple, the use of home-depot.com instead of homedepot.com.

Detecting Malicious URLs
The work related to detecting malicious URLs falls into two
main approaches: automated detection and user training.

Automated Phishing Detection

Automated phishing detection uses a combination of many
factors to detect phish, which includes the URLs in the com-
munication. These detection tools are used by various groups.
Large organizations will use them to scan all incoming com-
munication such as email and proactively remove communica-
tions that are known to be fraudulent. Individual users can also
download tools for their browsers and other communication
clients that will identify fraudulent communication and either
remove or warn about it [17]. There are also bots, such as
MetaCert, which scans communications in Slack channels [1].

Most phishing identification procedures depend on Blacklists,
meaning a list of phishing URLs [20]; however, these tools do
not prevent zero-hour attacks, which is the attack before the
malicious URL is discovered [17]. The Anti-Phishing Work-
ing Group revealed that the normal time taken to discover a
phishing URL is 28.75 hours, during which time users are
unprotected [9]. These tools can sometimes give false warn-
ings that decrease users’ trust in the results and cause them
to ignore future warnings; consequently, the effectiveness of
these tools relies on users’ behaviour [12].

Training Users

While automation is a good idea, and effective, it is currently
impossible to completely remove the user from the loop. Com-
munication is an important part of business operations and
overly aggressive automatic filters are likely to cost organiza-
tions in lost productivity. As a result, some phishing attempts
will get through the automated filters, necessitating the train-
ing of users as a second complementary line of defence. There
are two common types of training: upfront and embedded.

In upfront training, a user will go through a training ses-
sion where they will learn about phishing in a condensed
format. Examples include the Anti-Phishing Phil game [25]
and NoPhish app [7] both of which train users to read URLs
using concentrated engagement, such as a game. The upfront
approach effectiveness relies on the user being able to under-
stand the materials, retain them, and be able to apply them to
daily activity. Prior work demonstrates that upfront training
is effective when it comes to enhancing users’ capability to
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URL Structure

Protocol

Credential	 Host	 Path	

Username	
(Optional)	

Password	
(Optional)	

Hostname	
Port	

(Optional)	 Pathname	
Query	
Strings	

(Optional)	Subdomain(s)	(Optional)	 Domain	 Top	Level	
Domain	

http							:	//	 user								:		pass	123	@						www.mobile .		google						. com									:							80											/	a/b/c/d	?	 Id=1213	

Figure 1: URL structure and example.

identify phishing URLs; however, the long-term benefit of this
approach is uncertain [17]. Importantly, this approach can fail
to produce a long-term advantage [18] because of the nature of
forgetting [17]; along these lines, Volkamer et. al [27] recom-
mends that users need to integrate training into their daily life.
Another issue is that people are unwilling to invest energy in
online instructional exercises, particularly given the perceived
low risk of being exposed to real danger [10, 15, 27].

Embedded training involves integrating the training into the
daily life of the users. The most classic example of which is
sending out fake phishing emails to employees and provid-
ing contextual training for those who click on the links [19].
Unlike upfront training, embedded training is fairly lite, re-
quiring small amounts of time for most users and more time
only for users who click the malicious links. However, due
to its lite touch, users may not get the opportunity to build a
strong conceptual model of how phishing works; making the
lessons harder to apply in different contexts. Because this kind
of training is embedded in routine, it is challenging to create
consistent security training messages across an organization or
worse, between organizations, potentially leaving users with
conflicting advice [15, 23].

FAHEEM BOT DESIGN
The objective of this work is to develop and test Faheem: a
Slack bot with the capacity to parse URLs posted in a Slack
channel and clarify their components. It also warns users
about suspicious patterns using friendly explanatory language
that users can understand.

Our primary design objective is to create an interactive chat
bot which helps average internet users correctly read URLs
and identify phishing URLs. In order to accomplish this goal
we focus on two features of the bot:

1. Parsing the URLs and identifying common malicious be-
haviours focusing primarily on the domain issues.

2. Presenting the results to the user in a clear and easy to
understand manner.

Platform
We selected Slack as the platform for the bot because Slack is
a commonly used communication platform with good support
for custom bots. Slack bots can join any group, read and post
messages and also contact members in direct messages.

URL Parser
The URL parser uses the Node.js programming language. The
detailed processes for the URL analysis is as follows:

1. Listens to all Slack chats in the forum and extracts URLs
using url-regex package.

2. Identifies and resolves IP address. The ip-regex package was
used to detect IP address while the dns constructor package
was used to reverse it to obtain the registered hostname.

3. Checks and resolves redirects and shortened links using the
unfurl-url package to obtain the destination URL.

4. Parses the final URL into its component parts as shown in
Figure 1 by using the built-in URL constructor provided by
node.js.

5. Checks the domain for similarity with domains of the top
500 websites on Alexa Global Sites. Using the Levenshtein
distance metric from clj-fuzzy package.

6. Checks for non-ASCII characters using the non-ascii and
langdetect packages.

Walkthrough Example
For clarity, we detail here a sample interaction between the
Faheem bot and a user Alex also pictured in Figure 2.

The user Alex starts the interaction by posting a URL into a
Slack group the bot is listening to, which Faheem then detects.
Faheem parses the URL and presents the most important infor-
mation to Alex first with an offer of further details on request.
In this case, Faheem detected that the subdomain is similar to
popular domain google and warns the user that this URL will
not go to Google. It also detects a small edit distance between
the domain ’instaran’ and the popular domain ’instagram’,
which it points out to Alex along with actionable advice on
what to do if she is unsure. Finally, it provides positive feed-
back that the URL uses HTTPS and is therefore encrypted in
transit.

Alex wants more details so she replies with “details”. Fa-
heem expands each of the previously presented sections and
provided general advice for users, such as: “To clarify, the
hostname is similar to reading the home address, etc” in order
to help them develop conceptual understanding to deal with
security risks.

Alex is confused about the Protocol section and asked Faheem
about it by typing: “protocol”. Faheem responds by explaining
what a protocol is, particularly clarifying about HTTP.
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Alex

Alex

Alex

Figure 2: An example interaction with the Faheem bot.

Explanation of Design Choices
Simple initial information Users need to receive information
just at the time they need it, especially since people may
struggle to remember information that they have received
out of context [4]; therefore, on detection of URLs, Faheem
presents a concise summary format of the key information
and replacing the technical concepts with terms which can be
understood by average users. The key information and format
of the summary were agreed by a focus group of security and
HCI experts. Domain issues are quite serious security wise
as the user may be communicating with someone other than
they intend [27]. Hence, Faheem focuses initial information
on issues around the domain including warnings for known
malicious URL tricks, as shown in Figure 3.

User-lead interaction Faheem gives the users a chance to ask
for details in general or for specific information. The goal is to
make the interaction user-lead where the user can decide what

they are most interested in seeing rather than provide piles
of information up-front. Conceptual explanations are also
provided to help people build relations between concepts and
assist with applying to learned lessons to new situations [24].

Highlight most problematic elements with evidence Where
possible, Faheem uses evidence from the URL itself to demon-
strate potential issues to users in such a way that they can
understand the issue and bring their own expertise to bear.
For example, Faheem checks for non-ASCII characters and
when found it points out to the user that there are, say, Cyrillic
letters in a mostly ASCII URL and shows them which letter
is non-ASCII. Other problems like potential misspellings of a
common domain are also contextualized by stating both the
domain in the URL and the common one so that the user can
compare them by themselves. Moreover, where best practices
exist, Faheem provides expert advice and positive reinforce-
ment of certain actions. For example. HTTPS is almost always
a better choice than HTTP so Faheem puts a green check mark
to indicate that having HTTPS is a good feature of the URL.

Explanation with advice Faheem provides general and ac-
tionable advice. The general advice follows the clarifications
to help users to deal with URLs. For example, not to send
sensitive data through a HTTP connection. Users are advised
to take an action when they doubt a URL (procedural knowl-
edge). This provides them with clear choices and potentially
increases their ability to differentiate the original from the
spoof URL. For example, Faheem advises them to Google the
domain if they are unsure about its safety.

URL EXPLAINER DESIGN
URL Explainer is a website created by one of the authors as a
class project when studying abroad. It takes in a URL, feeds it
into the URL.js parser, and presents the results on a webpage.
Each presented element of the URL is pulled out separately
onto different lines where the components are highlighted and
a generic explanation provided. URL Explainer also attempts
to fetch the URL server-side to get its title and preview. An
example can be seen in Figure 4.

A small pilot was run with 14 university students to see if
URL Explainer could be used to improve URL reading skills.
The study had a simple three-part format, with a pre-test, a
test where they could use URL Explainer, and a post-test.
We found, unsurprisingly, that participants are bad at identi-
fying the destination of a URL; participants had an average
accuracy of just over 50% in the pre-test. When using URL
Explainer, participants jumped to 100% accuracy while the
control condition which had no assistance stayed at 50% ac-
curacy. Unfortunately, when URL Explainer was taken away,
experimental participants dropped to an accuracy of 54% com-
pared to the control which had a post-test accuracy of 34%.
The overall take away from the study was that URL Explainer
did help people correctly identify the end destination of the
URL, but using it did not lead to skill building or retention.

In this paper, we will be using URL Explainer as a control
condition to compare Faheem with. We selected URL Ex-
plainer as a control condition because it is comprehensive,
simplistic, and shown to be effective at helping a user read a
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(a) IP-address (b) Misspelling

(c) Multilevel domain (subdomains) (d) Non-ASCII characters in the domain

Figure 3: Sample Faheem messages for different malicious URL patterns.

Figure 4: URL Explainer interface after the user has asked it
to parse an Ars Technica news article URL where “www” has
been added as a subdomain to show the URL redirect notice.

URL. Unlike Faheem, URL Explainer makes no attempt to
identify Phishing indicators or provide contextual information,
instead focusing solely on factual presentation of the contents
of the URL itself. As such, it is a good choice for a control.

METHODS
An empirical lab study was conducted to investigate the overall
effectiveness of Faheem’s interactive explanations in raising

users awareness of phishing URLs as compared to a basic
presentation.

We hypothesise that Faheem users show a greater improve-
ment, compared to URL Explainer users, in their ability
to identify phishing URLs in the following two conditions:
(i) With the support of the tool (Faheem or URL Explainer).
(ii) When access to the tool has been removed.

Participant Recruitment
A request was posted by the lead researcher on their ac-
counts for Twitter, WhatsApp, and Facebook. As a motivation,
prospective participants were told that they would be awarded
£10 for their participation. Only three people were located
locally, the others were from a wide variety of countries in-
cluding Saudi Arabia and parts of the European Union. The
participants were from a variety of sectors including mathe-
matics, business, and management. A total of 40 participants
were recruited, 20 for each group, all of whom were aged
between 20 and 58 years old with a mean of 28. 60% were
female and 40% male.

Study Design
Because of the wide geographic locations of the participants,
the study was conducted remotely with the researcher com-
municating with the participants via email and Slack using a
pre-defined script which differed between conditions only in
the explanation of the functionality of the systems.

Protocol
Setup: The study purpose was explained to the participants
from each group, as well as what phishing is if they were not
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already aware. They were explicitly told to not visit any of the
links, only to read them. They were also asked at the end of the
study if they had used any external resources. Participants in
the Faheem condition were asked to join a Slack team before
the study started in attempt to limit the communication means
between researcher and participants and ensure smooth study
flow. They were invited to an empty Slack channel to which
Faheem was added later in the study.

Demographics: Participants in both groups started the session
with a consent form and a demographics survey where they
were asked for their Slack username (Faheem) or preferred
first name for communication (control), age, gender and topics
they have previously studied, with two additional questions in-
corporated for the experimental group, asking how frequently
they use Slack and chatbots to ensure their understanding of
Slack and chatbots would not influence the study results.

Pre-test: Participants were given a set of 14 URLs one at
a time via a survey and instructed to imagine that they had
received each URL during an instant messaging interaction
with the text “You want to visit <website name>” associated
with the URL. For each URL the participants answered the
following questions:

1. Decide whether it is a phishing or an original website.
Select one: phishing, original

2. Which part of the link does influence your answer?
Multi-answer: all elements of URL, except the protocol,
were provided as choices.

3. Why would you click / not click on the link?
Free-text answer.

The goal of these questions was to determine their a-priory
ability to determine if the URL went to the stated organization
or not.

Supported reading: Participants were given access to either
a live version of Faheem or screenshots of URL Explainer
and asked to use them to answer the same set of questions
shown in the pre-test, but with a different set of URLs. For the
Faheem group, the participants were given access to Faheem
and told that a link would be posed in the group, which Faheem
automatically would parse, and questions were then sent in
the group chat. For the control group, members were given
a survey with screenshots of URL Explainer for the link in
question; screenshots were to ensure that easy access to URL
Explainer could be revoked during the post-test below. Since
URL Explainer produces static output, there is no functional
difference between the actual page and an image.

Post-test Similar to the pre-test, participants in both groups
were given a new set of URLs and asked to answer the same
questions from the pre-test without the support of the tool.
Participants were again asked to not type in URLs or use other
resources. Access to Faheem was revoked and URL Explainer
participants were asked if they had searched for the site online.

Tested URLs
In each of the pre, supported, and post stages the participant is
given a set of 14 URLs, which were selected to cover the fol-

Figure 5: Boxplot of the number of URLs participants cor-
rectly identified as phishing for conditions in the pre test, when
supported by the tool, and post test.

lowing phishing techniques: shortened links, redirects, IP ad-
dresses, misspellings, multi-level domains, company name lo-
cated somewhere other than the host position, and non-ASCII
characters. The three sets of URLs were selected to be compa-
rable in structure but not identical. Every participant saw the
same URLs in the same order. One URL from each stage was
excluded from analysis due to a technical issue during data
collection. Results are drawn from 13 URLs per stage.

RESULTS
Our primary concern is if Faheem helped participants to accu-
rately determine if a given URL lead to a particular company
or not, both while using Faheem and after. As can be seen in
Figure 5, participants were able to use both Faheem and URL
Explainer to improve their ability to identify potential phishing
URLs with more accuracy than they could without the tools.
To determine if the Faheem group experienced a significant
improvement compared to URL Explainer, we computed the
per-participant change between supported and pre to account
for initial skill variation. Then, we ran an independent t-test
with an a of .05. We found that the Faheem group (M=4.55)
showed statistically significantly more improvement than the
control group (M=2.15), (p<0.003), and fairly large effect size
(r=0.47).

We also looked at the difference between the pre and post
tests. Similar to the prior analysis, we computed the change
per participant and then compared using an independent t-
test. Faheem (M=2.75) still showed a statistically significant
improvement (p< a0.044) with (r=0.32) as compared to the
control (M=1.05). Though the difference between the condi-
tions narrowed after support was removed.
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URL category Pre Supported Post
Control Faheem Control Faheem Control Faheem

Standard-URLs 43% 28% 83% 70% 58% 62%
IP-Based 80% 85% 70% 85% 85% 95%
Shortened links 15% 15% 30% 35% _ _
Redirects 25% 60% 65% 100% _ _
Misspelling 40% 48% 53% 100% 48% 88%
Multi-level domain 50% 40% 50% 80% 49% 50%
Company name not in host position 60% 58% 58% 75% 65% 70%
Non-ASCII characters 55% 55% 45% 100% 45% 90%

Table 1: URL identification accuracy for each condition, stage and type of URL issue presented. Participants were given an
organization name and asked if the URL went to that organization or if it was likely phishing. So the top left value should be read
as 43% of the standard URLs presented to the control group in the pre-test were correctly identified as the company or phishing.

As a reminder, participants were provided with a company
name and asked if the URL lead to that company or if it was
likely phishing. Table 1 shows the results of the question for
the different conditions, stages, and types of URL manipu-
lations. The pre-test results show that participants in both
conditions achieved the lowest scores for standard, shortened,
redirects and misspelt URLs.

For the supported stage, both groups scored lower for the
shortened link https://bit.ly/18AOiDE which redirects to
https://www.facebook.com/unsupportedbrowser. Participants’
justifications were different, with one of them stating “Bitly
always sends me to advertisement website”, and others stat-
ing that the link goes to Facebook but ‘unsupported browser’
in the link is suspicious. Both URL Explainer and Faheem
resolve shortened URLs, like the Bitly example above, and
tell the user the ultimate destination of the URL. Participants
in the supported stage clearly did not understand the feature
or it failed to overcome their previous biases as they still do
quite poorly at identifying phishing sites. One potential expla-
nation is technical. Both Faheem and URL Explainer make a
headless request to resolve the URL server-side. Doing so can
trigger behaviours in the host server. In the above example,
it caused Facebook to serve back its “unsupported browser”
page rather than the actual content, which was then reflected
in the two tools.

After using the tools, participants, in both groups, were seen
to experience problems when the links containing top-level
domains other than .com, such as tagesschau.de. The Faheem
participants who answered this question correctly said that they
Googled the domain, suggesting that the Faheem group did
benefit from the provided advice. The top-level domain .de
is the country code top-level domain for the Federal Republic
of Germany. Another URL was https://translate.google.co.uk/.
Participants who are not from the UK did not trust it with the
justification provided was that they had never seen a Google
website with these characters.

Moreover, the Faheem group of participants were confused
between the URL and the recognized brand name for the
organization, such as New York Times (www.nytimes.com/ )
whereas the other group’s performance was found to be higher
because the other tool provided a webpage title containing the
full website name.

CONCLUSION AND FUTURE WORK
In this work, we have presented Faheem, a Slack bot which
helps users learn about URLs in an interactive format. Fa-
heem assists users who have no understanding of URLs in
identifying common URL elements and well known malicious
URL tricks. It also assists more experienced URL readers in
identifying less user-visible tricks such as non-ASCII letters
which are visibly identical to ASCII ones.

To test Faheem we compared it with URL Explainer, a sim-
plistic web page which parses a URL for a user but focuses
on a factual clear representation of the URL contents rather
than helping the user identify common issues. We find that
while using both tools, Faheem is better at helping a user iden-
tify URLs which have a destination other than where the user
wishes to go. Additionally, we also saw some minimal learn-
ing effects with Faheem users showing an improved ability to
identify phishing URLs after using the tool.

In conclusion, Faheem is a novel approach to helping users
understand the contents of URLs. Our study shows that the
approach has some promise, though more comprehensive stud-
ies are needed to conclusively determine the effectiveness of
Faheem-type solutions.

REFERENCES
1. 2009-2018. MetaCert Security. (2009-2018).
https://slacksecurity.metacert.com/

2. 2017. 2017 Data Breach Investigations Report. Technical
Report. Verizon.

3. 2017. State of the Phish 2017. Technical Report. Wombat
security technologies.

4. Lawrence W Barsalou. 1999. Language comprehension:
Archival memory or preparation for situated action?
(1999).

5. T. Berners-Lee, L. Masinter, and M. McCahill. 1994.
RFC1738: Uniform Resource Locators (URL).
(December 1994).
https://www.w3.org/Addressing/rfc1738.txt

6. Mark Button, David Shepherd, Dean Blackbourn, and
Martin Tunley. 2016. Annual Fraud Indicators 2016.
Technical Report. University of Portsmouth Center for
Counter Fraud Studies.

7

AISB’18, April 2018, Symposium



7. Gamze Canova, Melanie Volkamer, Clemens Bergmann,
and Roland Borza. 2014. NoPhish: an anti-phishing
education app. In International Workshop on Security and
Trust Management. Springer, 188–192.

8. Gamze Canova, Melanie Volkamer, Clemens Bergmann,
and Benjamin Reinheimer. 2015. NoPhish app evaluation:
lab and retention study. In NDSS workshop on usable
security.

9. APWG Internet Policy Committee and others. 2013.
Global phishing survey: Trends and domain name use in
2h2013. (2013).

10. Nicola Davinson and Elizabeth Sillence. 2010. It won’t
happen to me: Promoting secure behaviour among
internet users. Computers in Human Behavior 26, 6
(2010), 1739–1747.

11. Rachna Dhamija, J Doug Tygar, and Marti Hearst. 2006.
Why phishing works. In Proceedings of the SIGCHI
conference on Human Factors in computing systems.
ACM, 581–590.

12. Serge Egelman, Lorrie Faith Cranor, and Jason Hong.
2008. You’ve been warned: an empirical study of the
effectiveness of web browser phishing warnings. In
Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems. ACM, 1065–1074.

13. Nina Eyrich, Monica L Padman, and Kaye D Sweetser.
2008. PR practitioners’ use of social media tools and
communication technology. Public relations review 34, 4
(2008), 412–414.

14. Sujata Garera, Niels Provos, Monica Chew, and Aviel D.
Rubin. 2007. A framework for detection and
measurement of phishing attacks. In Proceedings of the
2007 ACM workshop on Recurring malcode - WORM ’07.
ACM Press, New York, New York, USA, 1. DOI:
http://dx.doi.org/10.1145/1314389.1314391

15. Cormac Herley. 2009. So Long, And No Thanks for the
Externalities: The rational rejection of security advice by
users. In Proceedings of NSPW’09.

16. Oliver J Hunt and Ivan Krstic. 2017. Preventing URL
confusion attacks. (March 21 2017). US Patent 9,602,520.

17. Mahmoud Khonji, Youssef Iraqi, and Andrew Jones.
2013. Phishing detection: a literature survey. IEEE
Communications Surveys & Tutorials 15, 4 (2013),
2091–2121.

18. Iacovos Kirlappos and M Angela Sasse. 2012. Security
education against phishing: A modest proposal for a
major rethink. IEEE Security & Privacy 10, 2 (2012),
24–32.

19. Ponnurangam Kumaraguru, Steve Sheng, Alessandro
Acquisti, Lorrie Faith Cranor, and Jason Hong. 2008.
Lessons From a Real World Evaluation of Anti-Phishing
Training. e-Crime Researchers Summit, Anti-Phishing
Working Group (October 2008). http://precog.iiitd.edu.
in/Publications_files/eCrime_APWG_08.pdf

20. Alexandra Kunz, Melanie Volkamer, Simon Stockhardt,
Sven Palberg, Tessa Lottermann, and Eric Piegert. 2016.
Nophish: evaluation of a web application that teaches
people being aware of phishing attacks.. In
GI-Jahrestagung. 509–518.

21. Eric Lin, Saul Greenberg, Eileah Trotter, David Ma, and
John Aycock. 2011. Does domain highlighting help
people identify phishing sites?. In Proceedings of the
SIGCHI Conference on Human Factors in Computing
Systems. ACM, 2075–2084.

22. Cooper Quintin. 2015. HealthCare.gov Sends Personal
Data to Dozens of Tracking Websites. (20 January 2015).
https://www.eff.org/deeplinks/2015/01/healthcare.

gov-sends-personal-data

23. R. Reeder, I. Ion, and S. Consolvo. 2017. 152 Simple
Steps to Stay Safe Online: Security Advice for
Non-tech-savvy Users. IEEE Security Privacy PP, 99
(2017), 1–1. DOI:
http://dx.doi.org/10.1109/MSP.2017.265093101

24. Bethany Rittle-Johnson and Kenneth R Koedinger. 2002.
Comparing Instructional Strategies for Integrating
Conceptual and Procedural Knowledge. (2002).

25. Steve Sheng, Bryant Magnien, Ponnurangam
Kumaraguru, Alessandro Acquisti, Lorrie Faith Cranor,
Jason Hong, and Elizabeth Nunge. 2007. Anti-Phishing
Phil: the design and evaluation of a game that teaches
people not to fall for phish. In Proceedings of the 3rd
symposium on Usable privacy and security. ACM, 88–99.

26. Kurt Thomas, Chris Grier, Justin Ma, Vern Paxson, and
Dawn Song. 2011. Design and evaluation of a real-time
URL spam filtering service. In Security and Privacy (SP),
2011 IEEE Symposium on. IEEE, 447–462.

27. Melanie Volkamer, Karen Renaud, Karen Renaud, Paul
Gerber, and Paul Gerber. 2016. Spot the phish by
checking the pruned URL. Information & Computer
Security 24, 4 (2016), 372–385.

28. Andrew G West and Adam J Aviv. 2014. On the Privacy
Concerns of URL Query Strings. (2014).

8

AISB 2018, April 2018, Liverpool, UK et al.



Caught by Phishing Emails? How can Argumentation
Schemes be Used to Protect Users?

Rosemary J.�omas
University of Aberdeen

Aberdeen, United Kingdom
r02rj15@abdn.ac.uk

Matthew Collinson
University of Aberdeen

Aberdeen, United Kingdom
ma�hew.collinson@abdn.ac.uk

Judith Mastho�
University of Aberdeen

Aberdeen, United Kingdom
j.mastho�@abdn.ac.uk

ABSTRACT
We propose the creation of persuasive messages that would
form the basis of an automatic messaging system aimed at
protecting potential victims of phishing a�acks by changing
their behaviour. We use the coupling of the informal logical
method of argumentation schemes and persuasive princi-
ples [12] as a foundation for generating and structuring the
messages.

CCS CONCEPTS
•Security and privacy! Social aspects of security and
privacy;

KEYWORDS
Security, Phishing, Email, Behaviour change, Persuasion,
Argumentation schemes

1 INTRODUCTION
Phishing emails are designed to trick a user in some way.
O�en they are circulars, but less commonly they are care-
fully targeted at smaller groups or even individuals (spear-
phishing). Most commonly, there is a fraudulent aspect to
these emails, and they claim to originate from a source other
than their true source. While security mechanisms do exist
to guarantee the authenticity of sources of email, for histor-
ical, legacy and usability reasons ordinary email does not
use such mechanisms. �is makes it easy for a fraudster
(phisher) to send emails purporting to come from someone
else, the spoofed sender, and to take advantage of the trust
that a recipient may have in the spoofed sender in order to
persuade the recipient to perform some action. Phishing
is o�en used to solicit or extract con�dential information,
including authentication credentials from victims, or to get
them to authorize some process on a computer. �ere are
a range of techniques used by fraudsters to increase com-
pliance (that is, produce the desired action) in victims, in
addition to spoo�ng the sender [1–3, 5, 8], some of which
are discussed below. Phishing can therefore be regarded as a
socially negative form of persuasive messaging. Indeed, it
is commonly referred to as ‘social engineering’ in the secu-
rity community, where there are tool-sets [10] to help with

phishing and phishing defence. It should therefore be coun-
teracted by appropriate behaviour interventions, as well as
usable security tools.

Several user studies have investigated the personalisation
of persuasive messages by adapting the Cialdini principles of
persuasion [7, 11]. Table 1 summarises four of Cialdini’s prin-
ciples, excluding the ‘Scarcity’ and ‘Reciprocity’ principles
which we do not use in this paper.

In appropriate se�ings, informal logical reasoning in a
dialogue or argument can be thought of as a structured, or
semi-structured, way of communicating to achieve persua-
sion. According to Walton, Reed and Macagno [14] (p1)
“�e most useful and widely used tool so far developed in
argumentation theory is the set of argumentation schemes.
Argumentation schemes are forms of argument (structures
of inference) that represent structures of common types of
arguments used in everyday discourse, as well as in special
contexts like those of legal argumentation and scienti�c ar-
gumentation.” �e examples of argumentation schemes are
given below.
Recently, two of the present authors, together with a col-

league, have a�empted to relate Cialdini’s principles to ar-
gumentation schemes [12], giving what we refer to here
as mapped argumentation schemes, allowing for automatic
generation of persuasive messages. Logical reasoning for
behaviour change has been investigated by other authors in
other se�ings [6, 9].

In this paper we propose that the mapped argumentation
schemes could be used to provide an e�ective model of per-
suasion in the domain of email security, with a speci�c focus
on the problem of phishing. Moreover, we sketch some of the
types of messages that could be generated in this way. �e re-
�nement of these methods and the experimental evaluation
of the resulting messages is future work.

�is work is supported by the EPSRC award EP/P011829/1.

2 TRIGGERS FOR ADDITIONAL VIGILANCEWITH
PHISHING EMAIL: SPOTTING TYPES

Aside from speci�c security cues and spam warnings, there
are several trigger features that can help users to identify
phishing in emails, or at least to raise their level of suspicion
or vigilance. We refer to such triggers as ‘spo�ing types’
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Principle Description

Commitments and
Consistency (COM)

“It is easier to resist at the beginning than at the end”. When a person makes a dedication, he or
she will experience individual and social strains to act in accordance with that initial choice.

Social Proof (SOC) “Where all think alike, no one thinks very much”. People con�rm what is acceptable, by �rst
learning what others believe to be acceptable.

Liking (LIK) “�e main work of a trial a�orney is to make a jury like his client”. We are likely to comply with
requests put forward by the ones we recognise and like.

Authority (AUT) “Follow an expert”. Symbolic power linked to a person makes people adhere to their advice.

Table 1: Four of Cialdini’s principles [4]

in this paper. �is includes links, website addresses, source,
content, request type and a�achments [1–3, 5, 8]. We give a
very brief discussion of some of these spo�ing types below.
Suspicion that an email is a phishing a�ack may involve
correlating evidence from consideration of several of these
categories.
Source. A user may be able to spot that a message should

not be trusted because there is a problem with the source.
However, some users may be unaware of the risks associ-
ated with unknown or untrusted senders, they rely on the
security of others’ email accounts, and senders’ addresses
and identities can be spoofed.
Attachments. A security expert might assert that one

should be suspicious of all �les a�ached to emails, particu-
larly when they come from untrusted sources or there are
other reasons to be suspicious. However, in practice it is
hard for users in the workplace to remain productive while
taking special measures to deal with all such a�achments,
since many work�ows progress through email.
Links and website addresses. Phishing emails contain

o�en links that pose some danger to the user (e.g. direct-
ing to a spoofed phishing web-site, or initiating a cross-site
request forgery or a malware download, or as part of a cross-
site scripting a�ack) [1, 2, 5]. Modern email clients o�en
do not make the true action resulting from clicking a link
very obvious to the user, without additional user e�ort and
concentration.
Speech act type, and tone. Phishing emails o�en con-

tain requests or o�ers. Phishers o�en use urgency to in-
crease the possibility of compliance among their victims.
Content. �ere may be notable mistakes in language and

representation [1, 2]; there may be language not expected
from the source; there may be semantic content or speech
acts not expected from the source; there may be unusual or
unexpected forma�ing of the message.

3 APPLYING ARGUMENTATION SCHEMES TO
PREVENT EMAIL PHISHING

We have identi�ed, building on earlier work in another per-
suasion domain [12], a number of argumentation schemes
that appear to apply to persuasion situations around be-
haviour change to prevent users becoming victims of email
phishing. Some of these are:
Argument from commitment with goal (A.C.G.). In

this scheme, the proposed action links to help in the achieve-
ment of the user goal grounded on previous commitment. In
the email and phishing self-protection se�ing, this scheme
can be used to motivate users to commit to a positive email
security activity supported by their previous commitment.
Argument frompopular practice variantwith action

(A.P.P.A.). Here the proposed action is a popular practice in
a group or majority. �is can be used to motivate users to
follow a popular email security activity.
Argument from memory variant with goal (A.M.G.).

In this scheme, an action-goal link is established that is sup-
ported by a person known by the user to have achieved their
goal, thereby asserting that the speci�c action is good. �is
can be used to motivate users to make them believe a positive
email security activity completed by someone they know.
Practical reasoning variant with goal (A.P.R.G.). In

this scheme, the proposed action is linked to a user’s goal.
�is can be used to motivate users to perform an email secu-
rity activity that helps them achieve their goal.
Argument from expert opinion with goal (A.E.O.G.).

In this scheme, the action is suggested by an expert in the
domain which will help the user achieve their goal. �is can
be used to motivate users to follow an email security activity
that is suggested by the security expert.

An example of an argumentation scheme, using A.C.G., is
given in Table 2, along with the scheme giving the generic
persuasive message structure. A.C.G. is identi�ed as cor-
responding to Cialdini’s ‘Commitments and Consistency’
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Major Premise Actor A is commi�ed to Commitment C according to Goal G.
Minor Premise When Actor A is commi�ed to Commitment C, it can be inferred that Actor A is also commi�ed

to Action N which contributes to Commitment C.
Conclusion Actor A is commi�ed to Action N.
Message Structure As Actor A wants to achieve Goal G, Actor A is commi�ed to Commitment C. So, Actor A is

also commi�ed to Action N as it helps Actor A achieve Commitment C.
Table 2: Argument from commitment with goal, and corresponding message

Actor A you
Commitment C check website links before clicking them
Goal G keep your email account safe
Action N preview website links in your email application
User Message As youwant to keep your email account safe, you are commi�ed to check website links before

clicking them. So, you are also commi�ed to preview website links in your email application
as it helps you to check website links before clicking them.

Table 3: Instantiation of argument from commitment with goal

principle (COM) from Table 1. Table 3 illustrates an instan-
tiation of the variables in the above scheme along with the
corresponding user message in the domain of email security.

Table 4 provides a few examples of the messages that can
be produced using the above-mentioned variants of argu-
mentation schemes in the domain of email security.

4 DISCUSSION AND FUTURE WORK
Research �estions
Using developed variants of argumentation schemes, we will
investigate the following research questions, which will be
positioned in the domain of email security.

(1) Which argumentation schemes are most useful in
driving the persuasion process?

(2) How best to deliver these argumentation schemes
to people? Which would be the most e�ective mode
of delivery?

(3) How best to combine argumentation schemes with
traditional training and education?

�ese questions have important subsidiary questions. For
example, with the �rst question, how the usefulness varies
with context, time, and is speci�c to the individual. For the
second, we may also wonder whether there are situations
where argumentation should not be used, and how we can
avoid overloading and fatiguing people. For the third, we
may suspect that traditional education, training and commu-
nications already carry persuasive messages, that there may
be interference, and consider how to deal with this.

Research Plans and Methodologies
Our research will use a number of steps, detailed below.
�ese steps are similar to those already proposed in other
work to produce healthy eating messages [12].

First, we will adapt the already developed argumentation
scheme system and message creation system [13], currently
used to produce healthy eating messages, to produce mes-
sages for the email security domain. �ese messages would
be validated with argumentation schemes experts, email se-
curity experts and lay people.

Second, we need to determine user characteristics such as
personality, a�itude, behaviour, age and gender that e�ect
the persuasiveness of the messages produced. �e validated
and revised messages would be presented to lay people to
measure the perceived persuasiveness.

�ird, we need to determine the contexts the messages will
be delivered in (e.g. in training or through email clients in live
mail processing, at work or at home), and the mechanisms
for delivery, since these may impact persuasiveness.

Fourth, we will determine an e�ective algorithm for mes-
sage selection which adapts to user characteristics within
educational training modules or email processing clients.

Finally, we will evaluate the e�ectiveness of the message
selection algorithm. �e evaluation can be implemented us-
ing a email simulation system where users receive emails
both genuine and phishing, and where persuasive messages
could be incorporated with some of the emails. Users will
be given tasks which require them to use certain emails (to
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Spo�ing Type Message Scheme

Links As you want to keep your email account safe, you are commi�ed to check website links before clicking them. So, you
are also commi�ed to preview website links in your email application as it helps you to check website links before
clicking them.

A.C.G.

Source �e majority of people check if the origin of the incoming email is authentic. You should therefore do likewise. A.P.P.A.

Content Your aunt recalls that checking the content of the email for discrepancies helped them to keep their email account
safe. So, you should believe that checking the content of the email for discrepancies is good. A.M.G.

Request type If you don’t reply to emails that claim to lose account access by providing personal information, it helps you to
safeguard your email account. So, you ought to do this. A.P.R.G.

A�achment A renowned IT security expert recommends that you don’t open suspicious a�achments disguised as authentic that
will install malwares to your system to protect email account. So, you should follow their recommendation. A.E.O.G.

Table 4: Persuasive messages created using argumentation schemes

simulate that in real-life users will sometimes have to open
a�achments and click on websites). �is would help test the
actual persuasiveness of the messages (and the relative per-
suasiveness of di�erent message types), but also investigate
the extent to which the messages impact on the persuasive-
ness with which users can do their jobs. We will compare the
impact of adaptive message selection to a baseline selection
and to the use of no messages at all.

Discussion
�e increasing email security and privacy impact of phishing
a�acks, and the way that they address human vulnerabilities,
make it likely that digital behaviour interventions, going
beyond traditional usable security, are necessary to support
users. In this paper, we have explained the problem of phish-
ing and some methods available to users for identifying it.
We have brie�y sketched how variants of argumentation
schemes, coupled to persuasive principles, could be used
to generate messages to help users defend against phishing
emails. �e detailed experimental validation of this idea is a
critical next stage.
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ABSTRACT
Over the last decade, the number of small and medium (SME) busi-
nesses su�ering data breaches has risen at an alarming rate. Know-
ing how to respond to inevitable data breaches is critically impor-
tant. A number of guidelines exist to advise organisations on the
steps necessary to ensure an e�ective i ncident r esponse. These
guidelines tend to be unsuitable for SMEs, who generally have
limited resources to expend on security and incident responses.

Qualitative interviews were conducted with SMEs to probe cur-
rent data breach response practice and to gather best-practice advice
from SMEs themselves. The interviews revealed no widespread de
facto approach, with a variety of practices being reported. A number
of prevalent unhelpful-practice themes emerged from the responses,
which we propose speci�c mitigation techniques to address.

We therefore propose a SME-speci�c incident response frame-
work that is simple yet powerful enough to inform and guide SME
responses to data breach incidents.

1 INTRODUCTION
Cyber security has been identified as one of six Tier 1 threats to
national security. It is estimated that it will cost the UK up to £27
bn per year [29]. Annually, it is reported by industry white papers
[21, 55] that the number of data breaches is rising [23]. Attacks are
also becoming increasingly sophisticated.

Small organisations (SMEs) are not immune to being targeted by
hackers [20]. SMEs cannot expect to avoid detection or attacks due
to their small size. Indeed, Krebs [35] reports that they are increas-
ingly the prime target. It is essential that they plan for, respond to,
recover and learn from hacking attacks [48, p. 131].

On the other hand, it is infeasible for SMEs to follow advice
given to larger organisations. Incident response advice is rarely
tailored to an organisation’s needs, nor does it acknowledge organ-
isation size and resources [17, 41]. A number of general standards
and guidelines have been published to inform business incident re-
sponses [13, 22, 32, 43] but they are extensive and attempt to cover
all bases. For example, the Experian guide to dealing with data

breaches [22] has 31 pages and makes frequent reference to “upper
management”. The Data Breach Response Checklist, published by
the US government [43], refers to the role of Human Resources
and having a ‘response team’. Their advice is also extensive and
comprehensive, spanning 8 pages. The ICO data security breach
management guide [31] also makes reference to Human Resources
and IT teams, and having ‘technical’ and ‘non-technical’ sta� to
assist in the development of recovery plans. These data breach
response guides, while certainly exemplary and helpful to large
organisations, are not practical for SMEs to follow, especially those
at the smaller end in terms of numbers of employees.

The situation for SMEs, at present, is that the consequences of a
data breach could be bankruptcy [11]. Yet they are simply not in a
position to hire and maintain security sta� to take care of this the
way big organisations can, nor, in many cases, can they a�ord to
outsource their data breach response.

The European Union’s GDPR regulation is coming into force in
May 2018 and applies to all organisations regardless of size [16].
This is going to force organisations to contemplate their data breach
response strategies [10]. SMEs need simple and clear guidelines
for responding and meeting the requirements of the new law. Not
doing so could make them go out of business or risk breaking the
law.

We carried out research to develop an SME-speci�c incident
response framework that was simple enough for SMEs to follow, yet
powerful enough to be �t for purpose. The framework we developed
is less comprehensive than the general guidelines published by
respected bodies, but still covers the legally mandated aspects of a
breach response. Moreover, it has been deliberately simpli�ed for
use by a non-expert and/or non-technical SME owner. Elements
have been incorporated speci�cally to address typical panicked
reactions such as overly technical and unthinking responses, and to
encourage the development and maintenance of an organisational
memory to ensure that SMEs develop personal best practice in
terms of breach responses.

2 BEST PRACTICE INCIDENT RESPONSE
We commenced with a literature review in order to inform the
formulation of the interview questions we were going to ask our
SME respondents.

Academic literature has seen some focus on incident handling
within SMEs [26]. Despite this step in the right direction, concrete
research has yet to come up with a widely-agreed SME-speci�c
incident response framework.

Several incident response frameworks and guides have emerged
from industry [13, 32], government [28, 40] and academia [38, 44].
American standards bodies, such as NIST [13] and CREST [14], also
provide helpful guidance. Most demarcate the following distinct
incident response stages:
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Preparation: the �rst step and involves organisations readying
themselves for an incident through establishment or preparation of
an internal information security incident response team (CSIRT).

Veri�cation: ‘detection or reporting of security incidents within
an organisation’ [25, p. 32].

Containment: this might involve isolating the systems, chang-
ing passwords and disabling accounts, depending on the vulnera-
bility that was exploited.

Eradication: organisations seek to eliminate the components of
an incident with a focus on the restoration of systems [34] through
actions including; identi�cation of a�ected hosts, conducting mal-
ware and forensics analysis.

Recovery: taking actions such as: continuous testing and veri-
�cation coupled with using back-ups to restore systems to normal
business operations.

Follow-up: activity such as holding a post-incident meeting to
explore actions that were taken and considering how e�ective they
were. What could be done di�erently next time? Answers should
feed back into organisational practices through the establishment of
new controls, procedures and policies [37, 59]. However, as Jaatun
et al.’s [33] study of the petroleum industry shows, in practice,
challenges often arise which makes learning lessons di�cult.

3 INTERVIEWING SMES
Ethical approval was sought and granted for interviewing SMEs, see
below.We crafted a set of questions to explore SMEs’ understanding
of data breaches and their extant practice with respect to incident
responses. We decided to carry out semi-structured interviews so
that we had the �exibility to explore their responses further and
elicit valuable insights from them.

We thus commenced with a pre-de�ned set of questions (see
Appendix A) then explored their responses, changing ordering and
exploring particular issues they raised [42].

We targeted SMEs, and speci�cally SME employees who were
responsible for Information Security. Participants were recruited
via convenience sampling and word-of-mouth. Due to di�culties
in recruiting SMEs to participate, we switched to asking them to
participate in order to recommend best responses to breaches. This
helped us in terms of recruiting, since they were no longer con-
cerned about admitting to being breached themselves.

3.1 Carrying out the Interviews
In Summer 2017, we carried out semi-structured interviews with
organisations to explore current practice and to gather advice from
11 respondents [30]. We explored three particular topics:

(1) Understanding: of what the term “data breach” meant [52,
53],

(2) Current Practice: what they currently did with respect to
preparing for, and responding to, data breaches [25, 38], and

(3) Best Practice Advice what they would advise other organi-
sations like themselves to do with respect to managing data breach
incidents (to allow them to feel that they were contributing to
compiling ‘good practice’ for the bene�t of other SMEs).

3.2 Results
(1) Data Breach Understanding. When asked to de�ne the term

“data breach”, participants used phrases similar to: ‘it involves un-
intended disclosure or access of information’. Some also highlighted
the di�erence between a security incident and data breach saying
‘security incidents are sort of a wider ranging term, for instance you
could have an incident with cloud technologies or networks, breaches
would kind of be more concerned with data’.

(2) Current Practice.
Preparation:
All participants explained that preparation before a data breach was
crucial. Only two participants had no formal preparation in place
because ‘we don’t know how and what to plan for. . . . plus, we have
an IT supplier!’ When asked which actions should be prioritised
during preparation one explained, ‘establishing and preparing; the
CISO’ others proposed, ‘establishing who to contact’. Participants
who reported to having a CSIRT explained that preparation should
focus on ‘fully equipping the CSIRT’.

Participants 11 and 5 outlined the importance of rehearsal stat-
ing, ‘plans should be war gamed annually’. Levels of rehearsal varied,
with participant 5 explaining that their plan is practiced ‘in anger
on a daily basis’. On the other hand, Participant 2 reported ‘I don’t
think the plan is practiced at all!’. A number of participants reported
having plans in place but also admitted that ‘we have a plan . . .
whether we follow that every time (we respond) I am not sure’.

Veri�cation:
All interviewees explained that an immediate �rst step when re-
sponding to breaches is acting on manual and automatic reports.
Participant 2 explained ‘after the report, the �rst thing we did was to
take steps to verify that it was indeed a data breach’ and Participant
4 said that, they also ‘identi�ed [the] nature of the attack by trying
to understand the potential impact and damage caused’.

When asked who should react �rst to these alerts, those handling
externally, such as Participant 3, explained that the external party
needs to react �rst as ‘information security incidents are handled,
veri�ed and coordinated through an external source’. Participants
handling internally echoed the views of Participant 6 who explained
that veri�cation is conducted by ‘the person or teammost appropriate
to respond’.

Interviewees also explained that during veri�cation, forensic
and technical tools were used, with Participant 6 stating ‘identify
the incident and detect possibly via SIEM tools’. Some participants
explained that once a data breach had been veri�ed, forensic triage
was to be completed. At this point Participant 10 added that, ‘if
you’ve veri�ed a data breach, identify whether stolen data was en-
crypted or non-encrypted’.

Containment:
Respondents explained that actions to contain breaches came next,
with Participant 9 explaining actions focused on, ‘ensuring that
the out�ow of data has been stemmed’. Participant 7, further stated
‘containment depends on the type of incident that has occurred ... let’s
say a phishing email came through, you could take some quick steps ...
However, with ‘WannaCry’ we had to take more serious action’. Dur-
ing containment, common actions included isolation by ‘Taking the
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server o�ine cut all ties to isolate it from the network.’ ‘changing all
passwords’. Participant 10 even mentioned, ‘Carry on! Some people
will say isolate until you’ve �xed it — well the answer is, don’t’.

Participants also emphasised the importance of communication
which some referred to ‘contacting senior management to let them
know what had happened . . . to get their permission to take servers of-
�ine.’ and for others referred to getting, ‘Legal and PR involved’. For
participant 3, external communication was key as they explained
‘we have contractual arrangements with many external suppliers’.
Interviewees also echoed the views of Participant 4 who said, ‘de-
pendent on the type of attack, we may have to contact authorities
(ICO)’.

Recovery:
Participants described a recovery stage where, similar to Partic-
ipant 9, actions focused on, ‘restoring the integrity of the hacked
system’ through the prioritisation of technical actions because as
Participant 6 explained, ‘technical changes are the quickest to im-
plement for recovery. They may be a blunt instrument to address the
problem but may be necessary’. Participant 5 also suggested if a
breach ‘results in a loss of system operation, then ideally recovery of
systems from a recent backup’. Meanwhile, Participant 7 pointed out
that, ‘sometimes recovery from these things can be much bigger’ and
others such as Participant 2 even said, ‘I have no idea the IT and
technical guys took care of the recovery’.

Follow-up:
All interviewees pointed out that learning lessons during the follow
up stage and implementing these lessons back into practice after a
breach would lead to improvements in the response process and
prevent future attacks from happening. Despite this, there was an
inconsistent and unreliable execution of lessons learnt in practice.
Participant 7, explained that, their organisation prioritised ‘contin-
uous application of lessons learnt and proactively apply best practice’.
Others said implementing lessons learnt is di�cult because ‘events
are rapidly forgotten, as business priorities change security concerns
drift back towards the bottom of the pile’.

Participants expressed ‘lessons should be learnt through organi-
sational changes including, ‘security policy revision’, ‘security culture
change’, ‘user training’ and, ‘changing passwords’. A large number of
interviewees also focused on technical changes such as ‘changing
�rewall rules’, ‘deploying canary/honeypot devices’.

(3) Best Practice Advice
Locate assets:
Interviewees advised that each individual organisation needed to
understand what it’s ‘crown jewels’ are by asking questions such
as; ‘What issues are created by the compromise of data in an or-
ganisation?’ so that they can use this information ‘to potentially
work out plans of what to do when people actually come after them’.
Participant 7 provided an example of this and explained, ‘if we
lost 50 email addresses and phone numbers it’s not ideal but may be
catastrophic for others. However, if we lost 2 million customer records
—- that’s catastrophic for us’.

Prioritise security:
Participant 2 expressed views held by others, stating, ‘�rst things

�rst: you need to establish a mind-set where you expect to be breached’.
Interviewees stated that, by so doing, organisations could priori-
tise security concerns and ‘engender a culture of security within the
workforce: both at work and within private lives’.

Simplify:
Participant 9 and others advised organisations to, ‘boil security down
to the simple things’. Participant 3 gave examples of simple solutions
stating, ‘ensure the IT you are using is protected by the latest versions
of hardware and software —- saving by using old technology is false
economy’.

People are important:
Participants said: ‘cyber-threats are often seen too narrowly as a
technical issue. In fact cyber-security depends on the right approaches
to technology, but also personnel’ .

Participants advised, ‘It is essential to establish open and clear
communication networks with sta�, senior management and third
parties’. Others also advised open and constant communication with
‘a�ected customers’, ‘external bodies’ and ‘external incident handling
parties’.

Need for Measured Action:
Respondents explained that it was essential for organisations to
document every action. Participant 2 said this was because ‘you
need to have evidence of all the actions you’ve taken’. Participant 6
advised that, to comply with this, ‘organisations should have tools
in place to gather information, before the incident takes place’.

Interviewees encouraged organisations to seek external support
before a breach from ‘The National Cyber Security Centre’ and
by ‘hiring security professionals’. Others stated that seeking help
during the incident was vital in order to contain the breach, with
Participant 10 explaining ‘if a breach is veri�ed bring in expertise
very quickly to act upon the problem’.

Interviewees urged organisations to ‘report breaches of personal
data to the ICO and to become aware of important regulation such as
The General Data Protection Regulation (GDPR)’ [31].

3.3 Limitations
A limitation of this research is that the sample is not large enough
to be fully representative of the views of the general population.
This is due to the fact that many organisations do not want to speak
about such a sensitive topic. Only eleven of the 100+ organisations
we contacted were willing to be interviewed. It was only when we
switched the focus, from speaking about their own data breach
responses, to eliciting advice for others that we were able speak to
eleven SMEs. Still, we have to acknowledge this as a limitation and
we hope to be able to �nd a better way to recruit participants in
the future.

4 REFLECTION
It is clear that the SMEs we spoke to de�ne and interpret data
breaches similarly and are aware of what the data breach meant.
As a consequence, they could outline which actions needed to be
prioritised during the preparation and follow-up stage. Compared
to the unawareness reported by Line et al. [53] and Tan et al. [52],
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these results are somewhat unexpected, but gratifying. It could be a
consequence of the intervening years having raised the prominence
of data breaches in themedia. This is further evidenced by theMarsh
Report [36, p. 2] which reports that levels of basic or complete
organisational understanding of cyber-risk rose from 60.8% in 2015
to 83.8% in 2016.

A number of insights emerged from our interviews, which we
highlight here in order to inform our development of a framework
to help SMEs to respond to breaches.

(1)Over-Emphasis on TechnicalMeasures. Results from the
interviews show that throughout the breach response process or-
ganisations displayed a disposition for implementing technical mea-
sures over non-technical ones. Moreover, in scenarios where or-
ganisations could not execute the measures themselves, technical
expertise and solutions were prioritised. These results are unsur-
prising as they lend weight to the arguments presented by Shedden
et al. [48] that organisations prioritise the use of technical measures
because they believe data breaches are, by de�nition, a technical
problem which demands a technical solution.

One participant said: ‘technical changes are the quickest to im-
plement for recovery. They may be a blunt instrument to address the
problem but may be necessary.’ There was little reference to sta�
training or to the role of the human element in improving resilience
to future attacks. Only in the follow-up section was this mentioned
but this seemedmore of a wish list than something that was actually
implemented.

Best practice advice also makes a speci�c recommendation about
technical aspects, but says little about awareness training for sta�.
They refer to a culture of security but don’t say how this ought to
be achieved.

This con�rms reports from other researchers about incident
responses appearing to place an unrealistic ‘emphasis on technical
competence in responding to incidents’ [48, p. 133].

(2) Unthinking Responses. The best practice responses high-
light the fact that preparation and a realistic expectation of being
breached is important, in terms of knowing where assets are, and
prioritising security.

Yet, in the responses about extant practice, there was some ev-
idence that people would respond without really checking that
the response would address the source of the breach. For example,
requiring all sta� to change their passwords before it has been
con�rmed that the attack vector involved a leaked password im-
poses signi�cant burdens on sta� without necessarily addressing
the source of the breach.

The SMEs �nd it di�cult to execute what they propose in theory
throughout the entire data breach event. For example, during the
preparation and follow up stages, organisations outline the impor-
tance of having plans in place and of learning lessons. However,
in reality, organisations reported not using or ignoring existing
plans during a breach and found learning lessons di�cult after
because of: a lack of expertise, lack of resources and skills to imple-
ment ideas in practice. This resulted in actions being designated to
more skilled individuals, and the organisation’s failure to prioritise
cyber-security.

These results con�rm research by Hove et al. [30] and Jaatun et
al. [33] who found that organisations have incident response plans

in place but that, in practice, these procedures were not well estab-
lished. However, whilst current studies outline how organisations
experience di�culties implementing theory into practice during
each individual step of incident response, this research con�rms
that these trends are still evident throughout the entire breach
response process.

This all points to a hasty and unmeasured response to data
breaches, which means SMEs run the risk of carrying out the wrong
actions and not dealing appropriately with breaches. Ine�ective
responses can have negative consequences. A prime example is
UK telecoms company TalkTalk which lost an estimated 157000
customers’ personal data [19]. The BBC reports that breaches at
TalkTalk have cost the company up to £35 million in damages [8].

(3) Lessons are not Learned. Our interviews revealed an in-
consistent and unreliable execution of lessons learnt. Some par-
ticipants were indeed aware of the value of such an activity but
pointed out the di�culties of doing this in the general melee of
business life.

Researchers have highlighted the importance of a follow-up stage
where lessons are learned to be commonplace within organisations
[37, 59]. However, as Jaatun et al.’s [33] study of the petroleum
industry shows, and we con�rm, in practice challenges often arise
that makes learning lessons di�cult, and this deters their ability to
respond to future incidents more e�ectively [3, p. 651].

5 MITIGATIONS
In proposing the mitigations we were mindful of the fact that SMEs
have limited resources. In a more resource-rich organisation, these
problems could be solved by hiring extra sta�, or by contracting an
external company to deal with any breaches that do occur. SMEs
often do not have the luxury of these solutions. Hence we pro-
posed mitigations here that would not require major expense and
would essentially simplify the process. The main aim was to make
it more manageable for solo responders who were not necessarily
information security experts.

(1) Over-Emphasis on Technical Responses. Organisations
believe that paying more attention to the human element i.e. hav-
ing the right people in place before the breach, and working with
individuals after the breach, is vitally important. These �ndings are
interesting because, in practice, organisations prioritised technical
measures, but when giving best practice advice there was an em-
phasis on prioritising measures addressing users. These �ndings
lend support to research by Adams and Sasse [1] which promoted
focus on the increasing importance of human elements within
cyber-security research.

Incident response has to be holistic, addressing technical, man-
agerial, legal and human aspects of information security [18]. The
emphasis on technical responses is probably due to a measure of
panic. Incident response is a stressful experience and Von Lubitz
et al. [56] explain that, ‘stress has a demonstrable negative e�ect
on human information processing and interactions with chaotic
environments’.

In helping SMEs to mitigate this tendency we are suggesting the
use of checklists, commonly used in the medical �eld. Checklists
providing easy-to-follow instructions to manage complex processes
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[24, p. 120]. This technique, we believe, will be useful because
the medical environment is also stressful and checklists might well
bene�t information security as much as it has been shown to bene�t
medical procedures by preventing omissions and thereby saving
lives.

Gawande [24, p. 49] argues that checklists are an e�ective tool
in these kinds of situations because they ‘do not try to spell out
everything’ but instead act as a guide by providing reminders of
only ‘the most critical and important steps’ [24, p. 120].

The Alien Vault’s incident response guide [5, p. 21] argues that
emergency contact checklists are valuable for maintaining commu-
nication with all the relevant stakeholders. Furthermore, checklists
can also help maintain a paper trail during the breach because [34].

For SMEs, having checklists that encode essential incident re-
sponse plans in an easy-to-process format constitutes an inexpen-
sive way to provide valuable, structured and easy-to-understand
guidance. This ‘can prove highly bene�cial as they can help ensure
that personnel take prompt, consistent and holistic action under
less than ideal conditions’ [39]. The core plans that need to be
encoded into checklists are [2, 49]: (1) Disaster Recovery Plan, (2)
Crisis Communication Plan, and (3) Business Continuity Plan.

(2) Unthinking Responses. When an organisation has been
breached, both ‘co-ordination and timing’ become serious concerns
[24, p. 49]. To mitigate this, John Boyd’s OODA loop, used exten-
sively in the military, can prove bene�cial because it ‘provides the
essential framework for knowledge-based multidimensional critical
thinking and rapid decision-making’ [56].

OODA has four stages: Observe, Orient, Decide, Act. Observe
refers to actively absorbing the entire environment and changes
that ‘identify anomalous behaviour that may require investigation’
[5, p. 18]. In the context of data breach response, responders will
ask themselves key questions such as; ‘What’s normal activity on
my network?’ the better to understand the attack [46].

Orient is when information and knowledge gathered during
Observe is broken down and assessed to introduce ‘the �rst steps
needed to re-organise it into the pre-disaster con�guration’ [56, p.
571].

The third stage isDecide, which refers to the responder de�ning
‘the nature and characteristics of the action(s) to be taken’ [56, p.
343]. In the context of incident response, responders assess di�erent
options obtained during the orientation stage to hypothesise the
best course of action which ensures the ‘fastest recovery’ [5, p. 19].

The fourth stage is Act and refers to testing the proposed hy-
pothesis made in the previous stage, to remediate and recover [5,
p. 20] back online. The Act section is not the �nal part of the loop
because the feedback from the action taken will form the basis of
the next cycle of the loop.

For SMEs, using theOODA loopwhen responding to data breaches
requires them to observe �rst, then orient and decide before they
act. This, together with the checklists, ought to ensure a measured
and more e�ective response to the breach.

(3) Lessons are not Learned. Current incident response frame-
works, both in industry and academia [13, 53], perceive incident
response cyclically i.e. a feedback-enabled lessons-learned loop
feeding into the next incident response in order to improve the
e�ectiveness of the responses.

The best way to do this is �rstly to maintain a “lessons learned”
database. The lessons learned, or known errors, database is a com-
monly used measure in organisations [54]. Sharif et al. [47] argue
that it is critical for tacit knowledge be shared within organisa-
tions. In the context of incident response, the SME-speci�c incident
response framework needs deliberately to incorporate a feedback
loop, as originally proposed by Beer [9], to keep such a database
current and helpful.

Other researchers in information security have argued for the
need to learn lessons from data breach incident responses [3, 12,
27, 45]. Making such a feedback loop explicit in the framework
will help to remind SMEs of the need to examine and learn from
incident responses after the event.

This loop, together with the use of checklists to encode essential
actions, make it easier to incorporate lessons learned into a simple,
usable, and systematic form [24].

6 AN SME-SPECIFIC INCIDENT RESPONSE
FRAMEWORK

SMEs need to develop a mind-set whereby a breach is expected at
any time, and plan accordingly. The framework we suggest here
incorporates the essential requirements of the GDPR, incorporated
into checklists, and moderated by applying OODA instead of leap-
ing in, in a panic.

Those actions that are required by GDPR are marked as such.
The other items have been added speci�cally to help SMEs, miti-
gating their resource limitations. Although they have been marked
as SME-Speci�c they would be helpful for large organisations too,
but might not be necessary

Before the Breach
• GDPR — Identify Business-Critical Resources and Sensitive
Information: Identify the ‘crown jewels’ (business-critical
systems and personal customer information) to establish
which areas need focused attention.

• GDPR — Be Aware of Regulations: The new GDPR regulations
have to be complied with. Organisations have to ensure that
they are aware of their responsibilities before any incident
occurs. SMEs must familiarise themselves with the relevant
noti�cation regulations.

• SME-Speci�c — Seek External Advice & Support: Seek exter-
nal support and knowledge from government initiatives and
freely available advice guides. Boil security down to the sim-
plest things. For example, implement the H.M Government
‘Cyber Essentials’ as a starting point [15].

• GDPR — Assign Response Roles: Decide if it is bene�cial for
cyber-security matters to be handled in-house or externally.
By doing this, roles and responsibilities are clearly de�ned.

• SME-Speci�c—Develop Checklists to guide Incident Response:
Compile checklists to help responders recall essential infor-
mation regarding organisational processes. It is vital that
three plans are encoded into checklists [2, 49]: (1) Disas-
ter Recovery Plan, (2) Crisis Communication Plan, and (3)
Business Continuity Plan.

• GDPR — Carry out Security Awareness Training: The employ-
ees of an organisation are an essential link in the information
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security chain. Conducting regular awareness training is the
only way to increase their resilience.

During the Breach Response
• SME-Speci�c — (OODA) Observe, Orient, Decide, then Act:
First, Observe: Responders gather information from the inci-
dent environment. Second, Orient: Responders use informa-
tion gathered to prioritise response actions. Third, Decide:
Responders use knowledge to hypothesise the best course of
action to e�ectively respond to a breach. Finally, Follow the
Disaster Recovery Plan: Now, follow the checklist developed
during the preparation phase.

• GDPR — Document all Actions, with Timeline: Checklists
should be used to prompt responders regarding key processes
and also to document every action taken. A paper trail is
crucial.

• GDPR — Report the Breach to the Supervisory Authority: This
must be done within 72 hours.

• GDPR — Follow the Crisis Communication Plan: Maintain
communication with important internal stakeholders, re-
gardless of whether the breach is being handled internally
or externally. Employees are also stakeholders [7].

• SME-Speci�c — Summon External Incident Response Sup-
port if Required: If a breach is being handled internally and
overwhelms resources use emergency external professional
support.

After the Breach Response
• GDPR — Re�ect on Lessons Learned: Irrespective of internal
or external handling of breaches, evaluate the experience
and ask questions such as: “What could be done better?”

• GDPR — Feed Lessons back into Checklists: Transform the
main takeaways from the evaluation to re�ne the: (1) Disas-
ter Recovery Plan, (2) Crisis Communication Plan, and (3)
Business Continuity Plan.

• GDPR — Boost Security Awareness: Use the breach to boost se-
curity awareness and encourage individuals to learn lessons
proactively through open forums.

• SME-Speci�c — Do not Neglect the Humans: Security is not
just about technical measures. Work with and educate em-
ployees across the organisation regarding security using free
advice e.g. H.M Government ‘Cyber Essentials’.

6.1 Expert Review Feedback
Following ethical approval, see below, we sent the previous list
of recommendations to four security experts. We asked them for
feedback so that we could re�ne the recommendations

(1) ‘I love where you are going with this. You need to get organ-
isations into a state of preparedness by asking: Is it important to
your business if someone can get into your computer and steal your
customer information?

(2) ‘These are implementable, and scalable, you could strengthen
them further by encouraging organisations to devote some e�ort to
situational awareness – Is somebody responsible for understanding
what sorts of threats are out there? The recent NHS malware incident

is, a good example. Did the average organisation cotton on to that,
and take precautionary steps?’

(3) ‘There is very little improvement, just more expansion is needed.
The term ‘crown jewels’ refers to any business-critical systems the
organisation relies on that would have a signi�cant detrimental im-
pact should they be unavailable. Look at other regulation such as:
The NIS Directive and PECR. Organisations should seek to incor-
porate lessons learnt into the organisation’s security awareness
programmes, for key incidents such as WannaCry, conduct ‘ask me
anything’ type awareness-raising sessions allowing employees to
understand more about these types of incident.

(4) ‘It looks good, you could put a bit about policies and feeding
lessons learned back into policy’

Based on this feedback, the �nal incident response framework is
presented in Figure 1, and Figure 2.
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Figure 1: Final Incident Response Plan

7 DISCUSSION
The SMEs who participated in our study were well aware of data
breaches, an improvement since 2003 [52]. Many were also aware
of the fact that they ought to have some kind of plan in place to
deal with any data breaches that did occur.

There was no broad agreement with respect to what the response
to incidents ought to be. For example, during Containment, organi-
sations discussed a variety of di�erent actions with some suggesting
isolating systems and others disagreeing with this approach. This
con�rms Grispos [25] assertions about the variability of incident
responses. Morever, despite a general awareness that something
ought to be done, and plans to lay down what the reaction should
be, it did not seem that they tested or followed their plans when
the need arose. This disconnect between awareness and action has
already been commented on by other researchers [4].

We identi�ed three particular themes that seemed to be getting
in the way of SMEs responding as e�ectively as possible to data
breaches, quite apart from their size and limited resources.

The �rst, an over-emphasis on technical security measures, was
raised by Von Solms and Von Solms [57] in 2004, more than a decade
ago and con�rmed by [3]. It is disappointing to �nd that this kind
of myopic focus is still prevalent in industry in 2017, when an
increasing focus on the human’s role in information security is
becoming accepted by industry [1, 6, 51].
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Figure 2: SME-Speci�c Incident Response Framework
(G=GDPR-Required Response)

The second problem is that organizations struggle to respond
in a measured way. In our discussions with participants about
containment it was obvious that they did not really respond in a
consistent way. This is understandable because people are going to
be stressed by the event [50, 58].

The third problem is that SMEs did not seem to have amechanism
for learning lessons from previous data breach events and responses.

The framework we propose speci�cally addresses each of these
problems, using techniques that have proven successful in other
disciplines: checklists (medicine) [24], OODA (the USA Military)
[56] and an institutional lessons-learned archive resource (business
knowledge management) [47, 54].

8 CONCLUSION
This paper set out to propose a feasible yet helpful framework to
inform SME incident responses to data breach responses.We carried
out a series of semi-structured interviews in order to inform the
development of this data breach response framework. This SME-
speci�c framework is di�erent from others because it incorporates
successful techniques from medicine (checklists) and the military
(OODA), and explicitly incorporates a feedback loop to ensure that
lessons are learned over the lifetime of an organisation. It is also
relatively simple and not as heavy-weight as other best practice
recommendations aimed at more resource-rich organisations.

This framework is not intended to be the �nal version. It clearly
needs to be used “in anger” by SMEs and re�ned and improved
based on their experiences. We present it here in order to gain
feedback from other researchers. We hope to �nd SMEs who are
willing to trial the framework and we hope thereby to re�ne it
until it starts becoming a helpful resource. We believe that our

deployment of proven techniques from other disciplines will prove
helpful in incident responses too.

Our long-term aim is to support SMEs more e�ectively in coping
with data breaches in the face of the coming GDPR legislation.
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APPENDIX A
1. What company do you work for? (if you prefer not to be identi�ed then
anonymity will be respected)
2. What is your role in the company?
3. What does the term data breach mean to you?
4. Have you had any security breaches within your organisation? (if you
prefer not answer then skip to question 6)
a. If yes, can you describe the breach? (i.e. DDOS) . . . .
b. How did you detect the breach? – what methods were used? (automatic
or manual?)
c. How did you follow up the event, was the breach investigated? If so
d. Does your organisation have an incident response plan to use in case you
get hacked?
If you have a plan –is it rehearsed,
If yes, how often, and what sort of vulnerabilities does it cover?)

5. Do you have a CSIRT team –
If yes, how does the team prepare?
if no team or plan – then why not?
6. Say you experience a hacking event. Could you say how you think you
should respond?
7. Who should react �rst?
8. What actions should be taken to recover from the breach?
9. What actions should be prioritised?

What General Advice would you give to other companies?
1. What would be your top three incident response tips for an organisation
that has su�ered a breach?
2. How would you simplify the process of incident response?
3. How should lessons be learnt?
4. How could we ensure that companies can learn from attacks?
5. How do you think events could change security attitudes within your
organisation?
6. How important do you think preparation and having a pre-determined
plan is in terms of being able to deal with a breach?
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ABSTRACT
It is important to design browser security and privacy alerts
so as to maximise their value to the end user, and their ef-
ficacy in terms of communicating risk. We derived a list of
design guidelines from the research literature by carrying
out a systematic review. We analysed the papers both quan-
titatively and qualitatively to arrive at a comprehensive set
of guidelines. Our findings aim to to provide designers and
developers with guidance as to how to construct privacy and
security alerts. We conclude by providing an alert template,
highlighting its adherence to the derived guidelines.

1 INTRODUCTION
It is non-trivial to design effective alerts in the security and
privacy domain.
Browser designers do their best to inform users about

security-related aspects as they surf the web. Owing to the
number of potential pitfalls, this means end users can be bom-
barded with security alerts [2], and users often ignore them
[8, 33]. Developers sometimes make unfounded assumptions
about the background knowledge of alert recipients [30],
which can make the alerts incomprehensible.

Privacy alerts also have flaws, both in terms of content
and delivery [35]. Users are often overwhelmed by these
alerts because there are too many [21], or because they do
not know what actions to take as a consequence [56].

This diminishes the impact of alerts, and leaves users vul-
nerable to unknowingly carrying out actions which will
compromise their privacy or security.

Traditional usability guidelines cannot necessarily be used
“as-is” in the security and privacy context. This is because
neither privacy nor security are the end user’s primary task
[11, 32]. Alerts interrupt the user’s pursuit of their primary
goal and are thus often perceived to be a nuisance [5]. We
therefore need speci�c guidelines to inform alert design in
the security and privacy context.
Much has been written about alert design, highlighted

by the following sections. Yet one can hardly expect busy
deadline-driven software engineers, the very people who are
producing these alerts, to keep up with the latest research.

We therefore performed a systematic literature review to
consolidate all the published guidelines into one coherent
list (Section 3). Previously, Bauer et al. [13] presented a list
of warning design guidelines in 2013. Our work provides an
updated, more comprehensive, list of guidelines, speci�cally
tailored towards browser-based alerts.
Having derived a comprehensive set of guidelines, we

realised that merely providing a list of guidelines is not an
optimal way of supporting designers. Luger and Rodden [38]
argue that such lists of guidelines are unlikely to be followed
in the pressured environment of software development and
design. Moreover, some of the published guidelines con�ict
[39], which is unhelpful.

To make our consolidated guidelines as helpful as possible,
we decided to convey the spirit, rather than the letter, of the
guidelines in the form of an example alert template (Section
4). This conveys the “how” of alert design, rather than the
“what”, encapsulated in a linear set of alert guidelines. Future
work is explored in Section 5, and we conclude in Section 6.

2 INFORMING END USERS
First we clarify the nomenclature used in this paper. We
then provide an overview of the human in the loop model of
human information processing. We conclude by explaining
the di�erence between the foundational security and privacy
concepts.
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2.1 Nomenclature
We investigated guidelines that inform the design of warn-
ings, alerts, noti�cations, prompts or provision of feedback.
The underlying concept is the same: provision of important
information to an end user that the system considers he or
she should be apprised of. We shall use the term ‘alert’ as
a unifying term to represent all the terminologies used by
papers cited in this paper.

2.2 Human Information Processing
Wogalter and Mayhorn [63] explain that warnings (what we
call alerts) are a type of risk communication. Wogalter [64]
explains that warnings have two purposes: (1) communicate
information, and (2) reduce unwise behaviours. To achieve
these aims the warnings have to be designed carefully. The
Web Content Accessibility Guidelines1 can also be applied
to alerts [7] i.e. that they should be perceivable, operable,
understandable and robust.

Shannon [57] and Lasswell [36] both proposed models of
human communication which help us to understand how
humans process alerts.

Wogalter, DeJoy, and Laughery [65] developed the C-HIP
model in the context of warning research. Their model builds
on the work of Shannon and Lasswell and can be considered
to be somewhat unrealistic because it does not include a noise
component. In a world of noisy communication, such amodel
is incomplete. Cranor [17] proposed a ‘human-in-the-loop’
framework which is more comprehensive and re�ects the
factors impacting communications in the context of privacy
and security alerts.
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Figure 1: Cranor’s Human in the Loop Security Frame-
work [17] (Layout tweaked due to space constraints,
and acronyms added for later reference).

1https://www.w3.org/TR/WCAG21/

2.3 Security vs. Privacy
It is important to realise that security and privacy are funda-
mentally di�erent concepts. Skinner et al. [59] argue that a
secure information system does not necessarily imply that
privacy will be preserved in the system. Gritzalis and Lam-
brinoudakis [24] make the distinction between privacy and
security as follows: “a piece of information is secure when its
content is protected, it is private when the identity of the owner
is protected”. As an example, they refer to a company that
collects customer information, and stores it in an encrypted
format. This ensures that the information is secured. Yet the
same company may sell the information to another company,
thereby violating the owners’ privacy.

Bambauer [12, p. 667] explains: “Privacy discourse involves
di�cult normative decisions about competing claims to legiti-
mate access to, use of and alteration of information.” Security,
on the other hand, is “the protection of information and in-
formation systems from unauthorised access, use, disclosure,
disruption, modi�cation, or destruction in order to provide con-
�dentiality, integrity, and availability.” [20].

Privacy and security are clearly distinct concepts, but their
alerts still share some common characteristics in that they
exist to tell the end user to something important. We there-
fore present three lists of guidelines: (1) generic, (2) privacy-
speci�c, and (3) security-speci�c.

3 CONTEMPLATING THE ALERT
LITERATURE

We decided to focus on browser alerts �rstly because of the
popularity of web applications [41] such as email, claimed to
be the most popular application in use [6] and video stream-
ing [31]. The second reason is that browsers run on all de-
vices, ranging from Desktops to Smartphones. We felt that
our guidelines could be maximally useful to developers if we
focused on guidelines for browser alerts.

We carrried out a systematic literature review, as advised
by [50]. The literature search was carried out between No-
vember and December 2017 as follows:

Databases: ACM, Springer, Web of Science, Scopus, IEEE,
and then Google Scholar to identify publications that did not
appear in the other databases.
Keywords: ‘design guidelines’ and ‘browser’and (‘secu-

rity’ or ‘privacy’) and (‘feedback’ or ‘warnings’ or ‘alert’ or
‘noti�cation’)

Time Range: 2007—2017
ExclusionCriteria: Patents, citations, non-peer reviewed,

not English or unobtainable.

3.1 Quantitative analysis
One particular measure of activity in a research �eld is the
number of papers published over the decade in question.
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Database Papers
Returned

Papers
Excluded

Papers
Analysed

Scopus 2 1 1
ACM 12 9 3
Springer 214 199 15
Web of Science 0 0 0
Google Scholar 181 134 47
IEEE 79 73 6
Total 72

Figure 2 shows the number of papers, and also how many
times the papers have been cited up to the date we carried
our our literature review.
It is interesting to note that 25 of the 72 papers had no

citations at all. The average number of citations is 7.38, the
mode is 0, and the median is 2. Only four of the papers had
been cited by more than 50 other publications. The top two
most-cited publications appeared in conferences and the
third most-cited publication appeared in a journal.

Figure 3 shows the citations for papers in each of the paper
focus areas. The top cited paper is a security paper, with the
next two most-cited papers being in the privacy area.
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Year

It is interesting that so many of the guidelines appear in
Masters and PhD theses (18). Of these, 10 were never cited.
The most-cited thesis, a PhD, was cited 13 times. Eight of
the 10 PhDs had never been cited. The average number of
citations across all theses was 2.47, but the mode and median
are both 0. This suggests that guidelines published in these
formats have not made a signi�cant impact on the �eld.
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3.2 Qualitative analysis
We analysed the guidelines using Thematic Analysis [25].
This approach supports pinpointing, examining, and record-
ing themes that emerge from the papers. We commenced by
familiarising ourselves with the papers. We then generated
initial codes and searched for themes as we collated these
codes. We then reviewed the themes, de�ning and naming
them.
Some of the guidelines applied equally to privacy and

security, but others were clearly speci�c to either privacy or
security. This is not unexpected because, as argued earlier,
privacy and security are fundamentally di�erent concepts.

We shall thus present generic guidelines �rst, then concept-
speci�c guidelines separately, re�ecting the fundamental
di�erences between the two concepts.

3.3 Generic Guidelines
We report �rst on the generic themes that coincide with
Cranor’s framework [17], depicted in Figure 1.

Communication Impediments (CI). Heremitigations to ame-
liorate the e�ects of impediments should be included. For
example, provide users with the means to recover from hasty
decisions [29].

Personal Variables & Capabilities (PV). Some users may
have low numeracy levels. Instead of providing them with
�gures regarding risk, perhaps utilise emotions or mood.
Similarly, users may have di�erent understanding of visuals
[45]. Only by testing can the e�cacy of these be con�rmed.

Communication Delivery (CD). Human attention is a �nite
resource [16]. Do not squander it, and do not expect the
recipient to give you any as a matter of course.

CD1:Modality—Murphy-Hill &Murphy [42, 62] suggest
that pictures be used to ease communication. When deliv-
ering warning alerts, users prefer text and graphical-based
information, rather than auditory information[15].
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On the other hand, Goldberg [23] suggests that text should
be used exclusively. This might be to maximise accessibil-
ity, and the middle road would be to ensure that alt text is
provided for all images.
Work conducted by Anderson et al. [9, 10] notes the use

of polymorphism in warning alerts to reduce habituation.
CD2: Timing — If alerts appear too often, the recipients

may get annoyed and start ignoring them [4, 42]. Alerts
should be issued only when necessary, to avoid irritating the
user [61].
Westermann [62] found that people were most annoyed

by alerts if they are busy with a task, especially when the
task is complex, but less annoyed in between tasks or when
they were waiting for something.

It is important to prioritise the warnings so that only the
most important ones merit immediate interruption [4, 62].
CD3: Location — Westermann [62] considers alert loca-

tion to be important. Many browsers, for example, display
alerts either in the address bar (padlock and the word ‘Se-
cure’ in Chrome), or at the bottom of the screen. These are
easily missed by users. If we want people to notice the alerts
it ought to be displayed where they are currently focus-
ing their attention. In particular [4] point out that passive
toolbar-located warnings are less e�ective than full page
warnings. Pala and Wang [48] also suggest alerts should
be placed where the users are focusing their attention. In
the study conducted by Chen, Zahedi, and Abbasi, users
preferred alerts to be placed in the centre of the screen [15].
CD4: Appearance — Kelley [32] provides a number of

recommendations: (1) the alert should be surrounded by a
box to clearly demarcate it; (2) provide a title to facilitate
speedy recognition. Be careful with colour use so as not to
disadvantage those with colour de�ciencies [23]. A neutral
grey colour can be used for the background of alerts, as it is
unlikely to annoy the user [61].

Communication Processing (CP).
CP1:Make Essential Information Pertinent — Lin [37]

suggests highlighting the most important information. Keep
initial details about the risk to a minimum [45, 46]. Only the
most important information should be displayed to the user
immediately with links to more information should they
want it [61]. The granularity of information is important.
Wordy information will not be read, and information that is
too condensed can be obscure. In providing alerts, a balance
must be found [11].
CP2:Maximise Understandability andConsistency—

Alerts shouldmaximise understandability [32, 42, 55, 62], and
should be presented in a consistent format [7, 42]. Provide
concrete explanations [47]. The importance of this aspect is
con�rmed by [44]. Keep explanations simple [37]. Acronyms

and jargon should be avoided and the use of meaningful ter-
minology encouraged [11, 32, 55, 58]. Separate semantically
di�erent kinds of information [32, 60].
Presented text should be easy for users to comprehend

[61]. Short, simple sentences, devoid of complex grammat-
ical structures, should be used. The use of technical words
should be avoided (i.e. words listed in the indexes of IT secu-
rity books) [18, 26, 27, 48]. Unclear alerts are more likely to
be ignored, and consideration should be given to the exact
meanings of words used [45].
Work by Bravo-Lillo et al. [14] investigated the use of

redesigned warning alerts. Longer warning alerts performed
poorly in user testing, suggesting users may have become
confused. Although existing work highlights that shorter
alerts are most e�ective at communicating security warnings
to the user, the challenge of delivering such alerts whilst
providing the user with enough text to foster understanding
has been acknowledged [22].

Application (AP).
AP1: Be Speci�c — Bravo-Lillo et al. [14] state that “to be

successful, warnings should both motivate a user to respond,
and help users understand the risk, in that order”. Always tell
the users what actions to take, if indeed they should take
action [7, 29].
AP2: End Goal — Consider the way in which you want

to communicate a risk to the user e.g. is the alert to draw
them away from a risky situation, or is the alert to help them
to understand the risk [45]?
AP3: E�ort Does Not Deter — Akhawe and Felt [4] ex-

plain that designers should not use the number of clicks
required to bypass a warning to deter users. Their study
showed that users were not sensitive to the number of clicks
once they had made a decision.

Intentions (IN).
It is important to note that deliveringwarnings is worthwhile.
Silic et al. [58] found that people took note of displayed
warning messages, suggesting that they thought about the
information before making the decision to proceed. If people
are reading and thinking about messages, these messages
have a chance of changing attitudes and beliefs.
Vasalou [60] says alerts should give recipients “space for

interpretation”, so that they can interpret the information as
it applies to themselves personally.

Phrasing of alerts could be personalised, depending on the
user’s skill level, and experience [15, 45, 46]. Personalised
alerts were said to be successful when used to inform users
about two-factor authentication, and bullet-points can be
used to aid clarity of information presented [52].
It is important for the user to retain a level of control

[29, 60, 66]. Schaub et al. [54] distinguish between three
levels of user control: (1) blocking, (2) non-blocking and (3)
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decoupled. A designer has to decide whether the user has to
acknowledge the message (blocking) or not (non-blocking),
whether they can defer it (decoupled), or whether it will
expire after displaying for a certain period of time [42].
Users should be provided with the option to respond to

a risk they have been alerted to, and helped to visualise
potential consequences [45]. Work by Volkamer et al. [61]
concurs that the potential consequences of a risk should be
conveyed to the user, along with potential recommendations.

Make sure the user can easily get in touch with someone
to ask about warning-type alerts [23]. Contact information
should be conspicuously placed so worried users will be able
to get help [29].

3.4 Privacy-Speci�c Guidelines
Allow users to make privacy choices that are (1) meaningful,
(2) informed, (3) timely [16].

P-CI: Inspire Trust — Trust should be deliberately built
and maintained [42] by framing the privacy alert very care-
fully [3]. Rather counter-intuitively, privacy alerts should not
provide justi�cations for information requests. Researchers
report that justi�cations potentially reduce the end-user’s
trust in the system [1, 3, 34, 51].
P-PV: Privacy Expectations — Lin [37] points out that

users have di�erent privacy expectations, and that an alert
interface should re�ect this reality.
P-CD: Speci�city — Ensure that the sensitivity of the data

is communicated to the user [43].
P-IN: Enhance Control — Ensure that control resides

with the user [43]. Do not merely report that some privacy
invasion has occurred: allow the user to control disclosure.
It is necessary to balance the number of interruptions with
ensuring that the user retains a sense of control [16].
People have di�erent levels of privacy concerns, and the

alerts should a�ord users the level of control matching their
personal privacy concerns.

3.5 Security-Speci�c Guidelines
Herzog and Shahmehri [28] highlight the importance of secu-
rity features in applications, stressing that “security is rarely
the primary user task”.
S-CI: Context-Sensitive Help — Constantly visible con-

text sensitive help may prove useful in helping the user
understand security. Help may be provided via the use of
an agent [28]. The user should be provided with the option
to �nd further information in a contextually-aware setting
[46, 48].
S-CD1: Provide Justi�cation — The user needs to know

why the alert is being provided [42].
Provide information as to whether a component is secure

or insecure. By displaying this information in either case,

this provides a consistent interface for the user [48]. Ensure
that the current state of the system is displayed to the user
[46].
S-CD2: Colour — Research regarding two-factor authenti-

cation suggests the use of blue as a peaceful colour. Redmight
indicate an incident has occurred [15, 52]. Felt et al. [22] sug-
gest utilising “opinionated design”. For example, make the
“correct” response the more visually appealing option e.g. the
button should have a high contrast level against the back-
ground. Others have utilised green as colour, noting that it is
seen as safe. Whilst users should be given options regarding
how to proceed with their tasks, it has been suggested that
placing the “correct” option in green serves to guide users
towards the safe choice [61].

Where colourblind users may have issues with warnings,
the use of secondary information (icons) can convey the
same message [61].
S-CD3: Graphics — In one study, participants felt the

inclusion of graphics in an alert about two-factor authenti-
cation conveyed a tone which was less serious, and suspi-
cious [52]. Conversely, other studies conclude graphics are
required in alerts, to convey reassurance, draw attention,
and to reduce cognitive e�ort [61]. This is a prime example
of con�icting guidelines.

Eargle [19] suggests that facial expressions could be used
to convey threat levels in security alerts but this has not been
con�rmed by any other studies in our studied group.
S-IN: Control Level — If a security issue is detected on

a page, users would prefer the security alert to block them
from visiting a malicious website [15]. Other research stated
the �nal security decisions should be left to the user, though
users should be provided with alternative options on how to
proceed with their task [61].

4 INFORMING DESIGNERS
The previous section provided a list of recommendations for
designing alerts. In Figure 4, the solid black boxes denote
privacy guidelines (pre�xed with ‘P’), whilst the grey-scale
boxes denote security guidelines (pre�xed with ‘S’). Privacy
and security guidelines include communication impediments
(P-CI, S-CI), communication delivery (P-CD, S-CD), personal
variables (P-PV), and intentions (P-IN, S-IN).

However, as pointed out by [53], and con�rmed by [38],
designers have di�culty bene�ting from these kinds of �at
lists of guidelines.

Luger and Rodden’s [38] designers spoke about the value
of examples in encapsulating the lessons of design guidelines
in a more palatable format. We thus present a template in
Figure 5, and explain how it satis�es the guidelines,extending
the initial template produced by Bauer et al. [13].
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Figure 4: Consolidated Guidelines

Figure 5: Example alert template

Generic Guidelines: The template contains both an icon,
and text to communicate the contents of the alert (CD1). The
alert has a border and a headline title, along with the use of
colours and icons. The background colour of the template is
neutral (CD4). The text explaining the alert should be clear,
speci�c, and easy to understand, requiring minimal cognitive
e�ort (CP1, CP2, AP1). If a user requires more information,
they should be presented with the opportunity to access this,
along with relevant contact details.
Privacy Guidelines: If the alert is being used to notify

the user about privacy, the sensitivity of the information
being dealt with should be clearly communicated to the user
(P-CD). Users are providedwith a choice in the alert, ensuring
they remain in control (P-IN).
SecurityGuidelines:The text explaining the alert should

justify why it is being displayed (S-CD1). The safe choice but-
ton on the template alert is more visually appealing than the
unsafe choice, and it clearly contrasts with the background
of the alert (S-CP). Users are provided with a choice in the
alert, ensuring they remain in control (S-IN). Users should be
presented with the option to access context-sensitive help.

Colour and graphics should be used to aid in communicat-
ing the role of the alert, ensuring colourblind users are not
placed at a disadvantage (S-CD2, S-CD3).
Template Summary: Graphics and text are used to com-

municate the nature of the alert (CD1, CD4, S-CD2, S-CD3).
A headline title and a neutral background are used (CD4).
The text explaining the alert should be clear, speci�c, and
easy to understand, requiring minimal cognitive e�ort (CP1,
CP2, AP1, PC-D, S-CD1). Users should have the opportunity
to access further information, and relevant contact details
(CP1), along with context-sensitive help (S-CI). Users are
provided with a choice in the alert, ensuring they remain in
control (P-IN, S-IN). The safe choice button is more visually
appealing than the unsafe choice, clearly contrasting with
the background of the alert (S-CP).

4.1 Development Good Practice
Creating a well-designed environment can aid in establish-
ing trust [40]. Moreover, it is important to ensure that peo-
ple are receptive to alerts [62]. The best way to con�rm
both trustworthiness and alert receptiveness is by means of
thorough testing [29]. Options are A/B testing in the wild,
controlled experiments, �eld studies [4], or case studies post-
deployment [42].

5 FUTUREWORK
The systematic literature review identi�ed a lack of research
surrounding the optimal placement of security and privacy
alerts within the web browser. Whilst work carried out by
Chen, Zahedi, and Abbasi [15] showed users preferred alerts
in the centre of the screen, usability studies have shown there
are a variety of patterns users exhibit when browsing web
content [49]. This suggests that further research is required
into the optimal placement of security and privacy alerts.
It is also interesting to note from Figure 4 that there are

no security or privacy-speci�c guidelines in terms of Com-
munication Processing or Application. Furthermore, few of
the papers returned in the systematic literature review men-
tioned consistency of alert design. These are certainly areas
for further investigation.
Several guidelines gathered from literature con�ict, and

this issue has been highlighted by other guideline papers
[53]. Previous research has acknowledged that “Not all best
practices can be simultaneously satis�ed” ; therefore, trade-
o�s must occur [22]. Masip et al. [39] have investigated the
development of a design process to assist with design choices
when there are potentially con�icting user interface guide-
lines. In the future, we plan to develop a methodology for
prioritising the guidelines to support security and privacy
alert design.
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6 CONCLUSION
The systematic review process highlighted a large proportion
of the work found online relating to alerts were sourced
from student theses (both at Masters and PhD level). Whilst
conducting the analysis process, it became clear that some
alert guidelines were developed for security, and others were
developed for privacy. These seemed, in many cases, to be
fundamentally di�erent, suggesting that di�erent guidelines
are required for these two distinct areas.
We publish this work as a �rst attempt to provide guid-

ance to designers and developers who need to incorporate
alerts into their systems. In the future, we seek to prioritise
the guidelines, addressing the issue of potential con�icts,
and with feedback from practitioners, iteratively re�ne the
guideline list.
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ABSTRACT
Many organisations show compliance in running security
awareness programmes, but this does not necessarily mean
end users will change their behavior. �is highlights one of
the main challenges in cyber security. Providing awareness
in a tool is a useful �rst step but it doesn’t necessarily lead
to changing behaviour [3]. In contrast, completing compli-
ance or achieving competence can actually lead people to
being more averse to change than before or even partaking
in risky behaviour. �is paper describes the collaboration
between a specialist computer business (LiMETOOLS) and
psychology academics to draw on psychology theory (e.g.
Social Cognitive�eory, [4]) and pedagogy (e.g. self-directed
learning) to create innovative techniques using interactive
learning tools resulting in behaviour change. �e aim of this
article is to show how we have moved beyond developing
materials that change awareness, to those that e�ectively
change digital behaviour. We examine methodologies that
can be integrated within online learning tools to embed text,
video clips, gami�cation, and quizzes to encourage measur-
able cyber security behaviour change. A challenge within
behaviour change is the maintenance of these behaviours
and we are exploring the potential impact of using ‘drip-feed
learning’ in the form of a short video magazine with embed-
ded quizzes and ‘nudges’ of behaviour changes that have
previously learnt, delivered over a long period of time in
very short stimulus packages.

CCS CONCEPTS
• Interactive learning environments ! Learningman-
agement systems ; • Systems security ! Network se-
curity ; • Network Security !Human and societal as-
pects of security and privacy ; •Interaction paradigms
! Interactive systems and tools;

KEYWORDS
e-learning, cyber security, behavior change, intermi�ent
learning

1.BACKGROUND TO EXISTING LEARNING TOOLS
LiMETOOLS creates cyber security interactive learning tools
by using a blend of text, games, videos, and quizzes. Tools
are developed within this scope to encourage and enable
behaviour change. �e business has started to draw on psy-
chology research within the cyber security operational �eld
to inform the product development. �is process utilises
techniques used by broadcast digital storytellers who make
complex dramas and documentaries that recognise the hu-
man factor element of cyber security. LiMETOOLS has de-
veloped an integrated storytelling, scoring and authoring
tool platform, for the creation of the e-learning content. �e
e-learning tool is uploaded onto a Learning Management
System (LMS) allowing for learner data capture that can be
aggregated to report on speci�c individuals and teams, to
assess knowledge retention, and provide valuable feedback
to businesses about their employees, across departments, site
locations and countries. �e tools aim to provide behavior
change in cyber security through perceived susceptibility
which could increase with relevant and consistent messages
about behavioural cyber security changes that need to take
place that are personal to the individual [24].�is can lead to
the necessary change in individuals’ a�itudes and intentions.
�e Elaboration Likelihood Model (Pe�y and Cacioppo 1986)
[19] describes how a�itudes are formed and persist and how
this information can be used to persuade people to change
be-haviour. It is based on the notion that there is a central
route and a peripheral route to a�itude change. �e central
route is a conscious process with thoughtful, logical
decisions, where
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the peripheral route is automatic and unconscious. �ere-
fore, decision making when using the central route can only
be processed through motivation with intention to change
whilst paying a�ention to information, leading to a more
permanent a�itude change. Although a�itudes are o�en
di�erent to enacted behaviour, providing a message that is
personally relevant to the individual should motivate them to
take the central route and a change in a�itude and intention
(Bada and Sasse 2014) [3]. Blythe (2013) [5] supports this
notion in the workplace, to improve employee’s virus pre-
vention behaviour. Speci�c and personalised messages were
designed as an intervention tailored from anti-virus so�ware
and other security systems that enforce cyber secure be-
haviour. By providing each employee with the consequences
of visiting particular websites and a�achment downloads
lead to an increase in more secure behaviours. LiMETOOLS
aim to deliver their tools in a personally relevant way using
knowledge awareness, documentaries, dramas and quizzes.

2. OVERVIEW OF INNOVATIVE METHODS AND
TECHNIQUES TO ACHIEVE AND MEASURE
BEHAVIOUR CHANGE IN CYBER SECURITY
WITHIN THEWORKPLACE
�ere are three projects currently taking place within our
collaborative research programme and in this article we will
outline the work-in-progress for these and future plans.

2.1 Methods and Techniques for Motivating Learning
and Improving Risk Perception and Risk-Related
Behaviour
2.1.1 Knowledge based awareness via text.
Increasing an individual’s knowledge in cyber security,

increases their awareness of the risks involved online. �is
further increases individual motivation which could lead
to a change in their risky online behaviour. Heuristic deci-
sion making underpins this theory. Heuristics are a set of
simplifying rules for processing information selectively in
memory [11]. Kahneman (2011) [15] suggests there is Sys-
tem 1 processing which is automatic, fast, and unconscious
decision making, whereas System 2 processing is deliberate,
slow, and e�ortful. Typical online behaviours are likely to
involve System 1 processing, using our existing knowledge,
where individuals may not have time to deliberate their on-
line behavior. For example, Guadagno and Cialdini (2005)
[13] found that online users evoke cognitive heuristics to
evaluate the sources information credibility decreasing cog-
nitive e�ort and time pressures through con�rmation bias
to disregard information that is not consistent with ones’
own beliefs. By increasing the knowledge in cyber security
within the tools, individuals may be more likely to consider
cues to make be�er estimations, which could alert us to

risky online behaviour. Davinson and Sillence (2010) [9]
support this notion where participants were provided with
phishing threat information, methods, and consequences.
A�er reading and acknowledging this information, intention
for users to behave more securely increased. However, a
problem with many security awareness programmes based
on solely knowledge, is that users are expected to identify
the argument rationality from the information given, that
cyber security is important and motivations to act accord-
ingly will pursue that. �e Cognitive Moral Development
(CMD) theory (Kohlberg 1981) [16] demonstrates most ra-
tional people, in moral cases, would like an explanation for
orders that they are given. Siponen (2000) [26] supports this
theory where information security awareness achievement
or failure correlates with behavioural readjustment in a pos-
itive way of acceptance, internalization and co-operation or
alternatively, if the information is received without rationale,
resistance or hate may be felt by some individuals. Further,
internalizing security guidelines cannot be assumed to be
achieved instantly, where if employees take a learning tool it
cannot be presumed they will follow the guidelines at once.
�erefore, it may be a long process to get sta� to comply
with guidelines. �is means it is important to understand
individual di�erences in learning where some individuals
may learn be�er with the use of video content, or gami�-
cation to understand the content and achieve the intended
learning objectives. �erefore, implementation of other de-
livery methods into e-learning programmes may increase
cyber security behavior change [2].

2.1.2 Video Drama.
Delivery methods and techniques are crucial in changing

cyber security behaviour [17]. Interactive training though
video drama that identi�es with a recognisable peer could
increase motivation to change online behaviour. �e Social
Cognitive �eory [4] underpins this notion and proposes
that people learn by watching what others do in the so-
cial context of experiences, outside media in�uences and
social interactions. Video-based delivery methods can be
adapted to a particular audience to consider a recognisable
peer. Recognisable peers could be shown through similar
gender, age, ethnicity, or the person�s situation. P�eeger and
Caputo (2012) [20] suggest that a recognisable peer could
have the user gain a greater sense of self-e�cacy and to
further in�uence an imitation of their behaviour. �e cen-
tral route of heuristic decision making supports this notion
whereby if the message is personally relevant and from a
recognisable source, individuals will be motivated to make
a more e�ortful decision and want to imitate the behaviour
of their peer [3]. If people believe that they can act to solve
a problem they become more inclined and commi�ed to do
so. �is is linked to emotion, which is a fundamental part of
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rational decision making and individuals thought processes
and linked to past experiences. �e past experiences lead to
emotional learning when people are confronted with a set of
choices and this is what guides their decision by highlighting
potential decisions and eliminating others (Goleman, 1995)
[12]. Consequently, security measures should aim at provok-
ing emotions, therefore appealing to them in order to a�ect
a�itudes and motivation in a positive manner. �is means
that by providing video drama content that relates speci�-
cally to the user and the correct cyber secure behaviours can
motivate the user to change their own behaviour.

2.1.3 Gami�cation.
Game-based delivery methods are used to challenge, en-

gage, andmotivate individuals to o�er e�ective learning com-
pared to more traditional modes of awareness. Interactive
serious games combine graphics, play and training concepts
to enhance behavioural change. Anti-Phishing Phil [25] was
one of the initial interactive games which taught users how
to identify phishing URLs. �e authors found that the par-
ticipants who played the serious game were be�er able to
identify fraudulent web sites. However, serious games can be
suggested to be over simpli�ed and experiences in the game
do not will not re�ect long-term habit change. �is means,
although Anti-Phishing Phil resulted in learning, there is a
need to have a shared meaning between the individual and
the environment of why they are playing the game [17]. In
light of this, Boopathi, Sreejith and Bithin (2015) [6] provide
a game which not only provides a capture the �ag gami�ca-
tion of cyber security a�acks but also puts the a�acks into
context by embedding tutorials in the �rst learning round
which is then tested in the next stage of the game. Now that
users have developed an understanding of the context of the
a�acks, the interactive capture the �ag gami�cation of cyber
security a�acks enhances real-world scenario application by
using their new knowledge to cyber-a�ack other teams to
capture their �ag. Educational gami�cation therefore shows
it can increase understanding of cyber security threats in a
more engaging manner, to be�er help implement behavior
change.

2.1.4 Blended Learning.
To maximise full cyber security awareness, motivate, and

ultimately change behaviour, implementing a blend of learn-
ing is important. Abawajy (2014) [1] evaluated the various
channels of text-based, video-based and game-based security
awareness delivery methods for phishing a�acks. Within
these delivery methods, the sessions consisted of informing
participants of tactics and behaviours of exploitation a�acks
to encourage the learning to enable avoidance of phishing at-
tacks. Furthermore, information of the over-arching aims of

the a�acks and the dangerous consequences involved if indi-
viduals submit to this type of a�ack is also given. �e authors
found the text-based training materials when read properly
are helpful in identifying phishing websites but more im-
portantly, game-based, and video-based delivery models are
more suitable security delivery methods. Although this has
been carried out solely on phishing scams, it is a promising
implication for further research to examine the e�ects of
delivery methods in alternate aspects of cyber security; for
example, smart home working vulnerabilities. �is could
mean that creating eLearning tools that deliver a blend of
learning will be be�er able to appeal to a wider range of
individuals to enable change in security behaviour.

2.2 Measuring Capacity Growth in Organisations
Virtual learning environments and e-learning systems are
fast becoming an important part of the organizational edu-
cation and learning process (Pituch & Lee, 2006) [21]. Some
e-learning systems only provide a measure of compliance
in an awareness programme; however this type of analytics
does not necessarily provide evidence that the programme
has created the learners to have the capabilities to act in
the desired manner. �is means, cyber security awareness
programmes ideally have to deliver measurable bene�ts to
in�uence behaviour changes [3]. �e use of a Learning Man-
agement System (LMS) enables businesses to do this where
reporting can show departmental or site-speci�c vulnerabili-
ties and not just the ability to show a pass and fail compliance.
By collecting regular metrics or ‘business analytics’ it can
measure the e�ectiveness of the leaners and then allows
adjustment to the learning tool for the visualization and
investigation of company employee data sets allowing strate-
gic advantages and improvement of education and learning
of a workforce (Ferguson, 2012) [11]. A robust LMS can
capture data about a course results and answers and data
about the user activity. �is data can be interpreted to assess
questions and responses that a lot of people are struggling
with through reporting features and therefore can adapt the
course accordingly to work on delivering the material in
a more understandable way (Dawson, McWilliam, & Tan,
2008). Schlä�e, Silvi and Möller (2012) [22] support this
notion where performance management analytics has been
found to increase performance. �is could be explained as
business competition increases, slight advantages of data
analytics can make all the di�erence to help best support
management decision-making and employee performance.
LiMETOOLS incorporates the LMS, Litmos, to capture appro-
priate metrics for example reporting on speci�c individuals
and teams to access knowledge retention of eLearning mod-
ule. �e analytics provide valuable feedback to businesses
about their employees to allow for the determination of
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which cyber security areas are be�er understood and where
vulnerabilities lie. By determining what vulnerabilities there
are in a business as a whole, a team or individual, enables
future e-learning programmes to be tailored to improve these
speci�c behaviours.

2.3 LONG-TERM HABIT CHANGE AND RETENTION
OF LEARNING
In this section we consider the timing of persuasive mes-
sages/when to interrupt the user and e�ective presentation
of communications.

2.3.1 Proposal of a Habit Retention Product and Intermi�ent
Learning.
We are looking to explore the most powerful way to in-

crease eLearning retention in the workplace by using smaller,
more incremental interventions. Ebbinghaus (1964) [10] pro-
poses distributed practice or spacing e�ect increases memory
compared to massed learning. �is suggests, rather than pro-
viding information through an e-learning module on a one-
time basis, delivering information using di�erent formats
could develop learning and increase habit retention. �is
may be through a video magazine with embedded learning
information and quizzes, which could lead to the retention of
a behaviour change. Schwarz and Clore (1983) [23] suggest
messages are perceived more persuasive if it is consistent
with user�s mental representations. �is may mean that by
taking the full eLearning tool, the users are more likely to
have built up representations of the material and therefore
presenting ‘bite-sized’ reminders of the same tool, will aim
to persuade them to maintain cyber secure behaviour and
potentially cause long term habit change. �e challenge that
arises is for Bournemouth University and LiMETOOLS to
ensure that these behavioural cyber security changes are
retained permanently, as it could be suggested the longer
retention, the greater return on investment for the business.

2.3.2 Intermi�ent Learning.
Research in academic se�ings has shown that in order

for learning to occur, self-paced learning needs to arise out-
side of the formal teaching activities such as assessment,
seminars and lectures. E�ective spacing requires students
to understand the bene�ts and also to possess a certain de-
gree of self-regulated learning. Although numerous studies
demonstrate the bene�ts of spacing learning activities, many
students seem unaware of this strategy. Instead, Taraban,
Maki, & Rynearson (1999) [27] found that students crammed
revision before exams, thinking that this is e�ective learning.
Similarly, across three studies, Kornell (2009) [12] showed
that even when students experienced the bene�ts of spaced
learning they still retained the false belief that learning a
large quantity of material at one time was more e�ective

than spacing. �erefore, when designing behaviour change
materials it is important to enhance awareness of the need
for spacing. Although there is a growing number of studies
investigating spacing in educational environments demon-
strating convincing evidence that spacing is an e�ective
approach for enhancing learning, there is less research show-
ing how this can be applied in non-educational contexts and
in online se�ings. One such study by Pereira, Taylor and
Jones (2009) [18] found that spacing was an e�ective tech-
nique in improving retention and test performance for adults
working in project management teams within industry and
using an online training system in both company and social
time.

2.3.3 Timing and Presentation of the Habit Change Tool.
It is essential to develop a positive habit change programme

to be�er protect individuals and organisations to help pre-
vent cyber security incidents [1]. �e timing of the habit
change tool will directly a�ect whether individuals are will-
ing to take on further learning and continue with cyber
secure behaviour change. �e timing and presentation of
persuasive technology of real-time reminders to maintain
behaviour has been researched in the health sector. IJssel-
steijn et al. (2006) [14] explored strategies that interrupt
users to perform healthy behaviours and whether there is a
long-term health change. Users were presented with inter-
rupting commands at �xed intervals within their working
day. �e results found that when the command was po-
lite, it positively correlated with compliance and predicted
a long-term habit change. Moreover, when there was an
annoying interruption, compliance dramatically decreased.
�is therefore expresses that timing of messages could inter-
rupt the working day but providing the presentation of the
command is articulated in a polite, respectful manner long-
term habit change could occur. However, Cutrell et al., (2001)
[7] expressed that any interruptions in the working day will
a�ect performance negatively even if they are ignored. Al-
ternatively, noti�cation-based alerts to remind individuals
that there is a new behaviour change command ready to be
viewed may work be�er in changing behaviour. Czerwinski
and Schumacher (1991) [8] found the pre-warning noti�ca-
tion did not a�ect day to day performance because a user
is put in control of when they view the full content of the
noti�cation. LiMETOOLS could implement a habit change
tool whereby noti�cations are used to alert that a new inter-
mi�ent learning tool is available, and individuals are more
likely to participate and in turn could maintain cyber secure
behaviours.

3. DISCUSSION AND CONCLUSION
We suggest in this article that the collaboration between
technology companies and psychology researchers improves
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the quality of cybersecurity education and behavior change
amongst end users. Also, we have highlighted that to enable
behaviour change in cyber security practices in end users a
blend of delivery methods is essential through knowledge-
based awareness, video dramas and gami�cation methods.
Applying analytics to a workforce’s responses to eLearn-
ing can enable be�er understanding of where parts of the
businesses are vulnerable in areas of cyber security. Tai-
lored eLearning programmes can then be adapted to teams
or individuals to help prevent cyber-a�acks. To continue
and maintain behaviour change, collaboration between aca-
demics and companies will conduct further research into the
timing and delivery of intermi�ent learning strategies. By
enabling be�er understanding of the underlying processes,
be�er learning retention and long term cyber security habit
changes can occur. Future research for this area would be
using existing LiMETOOLS cyber learning tools and devel-
oping some smaller incremental learning product as oppose
to massed learning. Comparative research can then be un-
dertaken to see whether recall or habit change is be�er in-
crementally or in a massed fashion for both versions of the
same tool. Moreover, future research could be the timing
of the incremental tool within a corporate environment for
when the best time to interrupt users in their working day
is in order to watch the tool and how long the incremental
learning tool should be.
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ABSTRACT
End users’ behaviour often leads to cyber security vulnera-
bilities. Recent studies investigating user error as a critical
vulnerability within an organisation’s security have empha-
sised the need for closer consideration of human factors
when designing and implementing security solutions. This
has led to an increasing focus on usable security design prin-
ciples that seek to inform, enable and assist users to perform
tasks securely and appropriately respond to potential threats.
These objectives are often reinforced through provision of
user security training and information awareness campaigns.
However, despite these e�orts, end users remain the target
for increasingly sophisticated cyber attacks. In this paper,
we discuss recent studies that stress the need for greater
attention to human factors and motivate the potential for
behavioural change interventions to support cyber security.
We review behavioural insights into possible causes of user
non-compliance with cyber security best practice, cognitive
biases that are related to these insecure behaviours and cyber
security risk communication challenges and recommenda-
tions. We discuss how persuasion incorporated within cyber
security risk communications could reduce user cyber secu-
rity vulnerabilities and outline a proposed methodology for
designing persuasive strategies for this purpose.

CCS CONCEPTS
•Human-centered computing→Human computer in-
teraction (HCI); • Security and privacy→Human and
societal aspects of security and privacy;

KEYWORDS
Human factors, Cyber Security, Persuasive technology, Be-
haviour change

1 INTRODUCTION
There is widely held consensus that end user behaviours
are critical to an organisation’s cyber security [36, 46]. This
is due to the potential for end users’ actions and decisions
to result in cyber security vulnerabilities. Users have been
described as the “weakest link” within an organisation’s

AISB 2018, April 2018, Liverpool, UK

security chain and many cyber attacks, including the “pro-
fessional”, are designed to exploit this weakness [36, 37].
Organisations seek to address the threat of cyber attacks

by designing policies for users to follow, and implementing
various technical and non technical processes for maintain-
ing security. However, there is increasing evidence that these
provisions alone are not su�cient [19, 34]. Users’ behaviour
continues to be regularly reported as a primary cause of
successful cyber security attacks [7] and this is often related
to user non-compliance with policies [38, 40, 41].
Persuasive technologies and behaviour change interven-

tions may o�er a means to reduce user vulnerabilities by
encouraging users to change their behaviour and act more
securely [2, 4, 8, 9, 21, 24, 32]. Interventions have been shown
e�ective across many domains, including health, sustainable
behaviour, education, commerce, security, safety [17, 44, 45].
The adversarial context for intervention is noteworthy.

Persuasion, in the form of deceit and manipulation, is a stan-
dard tool of attackers, and is sometimes personalised.
This paper discusses how persuasion could help to re-

duce user cyber security vulnerabilities. We discuss causes
of insecure user behaviours, and related cognitive factors
that o�er possible explanations for insecure user actions. We
discuss challenges in risk communication with regards to
informing users about potential cyber security threats, with
a view to how to incorporate persuasion to increase user risk
perception, thus encouraging users to follow best practice.

2 CAUSES OF INSECURE USER BEHAVIOURS
Insecure user behaviours are often, though not always, linked
to non-compliance with best practice as prescribed through
an organisation’s cyber security policy [4]. By examining
the causes of this behaviour, it is possible to identify relevant
behavioural determinants that can be used to develop per-
suasive strategies for encouraging users to act more securely,
including complying with cyber security policy and best
practice [25, 26]. Blythe, Coventry et al. [4, 8] summarize
commonly reported causes of these behaviours, which we
now discuss brie�y, noting that this may be incomplete.

Determinants of insecure behaviours often overlap, partic-
ularly those associated with habits and expectations, desir-
ability, convenience and incentives. For example, users often
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demand constant connectivity that may form both a habit
and expectation and result in users selecting insecure con-
nections or performing tasks involving sensitive data within
an insecure environment such as a public area. The conve-
nience, desirability and incentives that motivate perceived
bene�ts for acquiring access to a resource or service often
surpass concerns over security. From the user perspective,
the perceived bene�ts gained from performing these actions
are easily realised, whereas perceived bene�ts for perform-
ing recommended security behaviours are less so. Habits
and expectations that drive insecure user behaviours may
be reinforced if users su�er no immediate ill consequences.
This can have a negative impact on users’ motivation to fol-
low security best practice and comply with policy. Security
considerations are typically not the primary focus of users,
and the required e�ort and additional cognitive load required
to account for the potential consequences of users’ actions
may also negatively impact users’ motivation to follow best
practice [1, 32, 35, 39]. In addition, users may perceive be-
haviours aligned with security policy and best practice as
unnecessary obstacles and interruptions [1, 32].
Insecure behaviours are often attributed to users’ lack

of knowledge and skills. Studies have emphasised the im-
portance of information security training and awareness
campaigns to improve cyber security [5, 12, 16, 18, 33]. How-
ever, the knowledge and skills required to perform tasks
securely changes frequently as the diversity and volume of
cyber attacks increases, requiring additional user e�ort.
Users may not consider cyber security as their responsi-

bility but that of IT departments, others, or the system itself
[1, 32]. They may be unable or unwilling to dedicate the re-
quired cognitive resources to consider all possible outcomes
of their actions and decisions. This, combined with the need
for maintaining up-to-date security knowledge and skills,
can lead to uncertainty and ambiguity amongst users, who
consequently may perceive additional security related ac-
tions as obstructive and having a potential negative impact
on their productivity in contrast with less secure behaviours
[1, 32]. This may also negatively impact their motivation.

Additional causes of insecure behaviours include failure to
recall procedures related to best practice, con�icts on trusted
sources of information about this and error prone task and
mental models. Users may continue to perform tasks without
understanding the relationship between their actions and
potential threats, risk, susceptibility and vulnerability to
cyber attacks. There is typically little to no positive feedback
provided for following best practice for cyber security in
a manner that encourages and reinforces these behaviours.
Users may also over-estimate their ability to identify and
respond to security risks or based on previous experience
without negative outcomes, have a low risk perception and
be unaware of what actions increase their vulnerability.

The diverse and complex range of causes that may lead to
insecure behaviour highlights the challenges involved with
addressing human aspects of cyber security. Behavioural
determinants associated with non-compliance with policy
and best practice often overlap and point towards additional
cognitive factors that may cause such behaviours. The next
section discusses cognitive biases and how these o�er further
explanation towards possible causes of insecure behaviours.

3 COGNITIVE BIASES AND INSECURE USER
BEHAVIOURS

The term cognitive biases refers to individuals’ irrational
judgement and decision making that is commonly a result
of subjective, and often incorrect or inaccurate, beliefs and
perceptions. Together with behavioural determinants of inse-
cure user behaviours, cognitive biases o�er insights into why
users may perform such behaviours. We discuss security-
relevant factors related to cognitive bias, without claiming
this list to be exhaustive or mutually exclusive.

Firstly, anchoring and adjustment refers to decisionmaking
based on available information at the time which is adjusted
as required to assist with �nalising the decision or judge-
ment [14, 43]. Users may inadvertently compromise security
by making decisions regarding their behaviours based on
incomplete, inaccurate or out-of-date information [1].

Secondly, the availability heuristic describes how individ-
uals assess the likelihood or frequency of an event occuring,
based on the ease at which information about the event is
cognitively available [14, 43]. The information available for
considering the likelihood of a positive outcome from a deci-
sion or action (such as gaining access to a resource or service)
may create bias in the users’ judgement that may lead to
insecure behaviours and cyber security vulnerabilities.
Thirdly, framing refers to how decision making can be

a�ected by presenting decisions in either a positive or neg-
ative manner [22]. This can be used to exploit users. and
encourage insecure behaviour. For example, users may be
requested to grant permission to software related to a task
to be performed. Framing that emphasises gains from grant-
ing permission, rather than associated risks, may encourage
users to grant permission. Users may also be manipulated
into performing insecure behaviours by exploiting loss aver-
sion, whereby losses are valued more highly than gains.

Fourthly, both framing and loss aversion have been linked
to the endowment e�ect [32]. This describes how individuals
place a higher value on an object or item when in their pos-
session compared to when not [14]. For example, if a user has
a choice of continuing to use a service with a newly known
risk that should be unacceptable, or using an alternative, the
user may choose to continue using the original.

Fifthly, (hyperbolic) discounting explains how individuals
will prefer an immediate gain compared to a higher gain
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later [1]. For example, users may install malicious software
to increase download speeds in contrast to using existing
secure tools already available.

Sixthly, users may overestimate their capability to identify
and respond to potential security threats [4, 8]. Overcon�-
dence and optimum bias lead individuals to incorrectly esti-
mate the potential for negative outcomes to occur. They may
account for users’ low risk perception, lack of awareness of
their susceptibility and vulnerability to potential threats, and
reduce motiviation for following best practice [32]. Control
bias, where individuals falsely believe they are fully capable
of controlling and determining the outcome of an event or
decision despite evidence to the contrary [23], may lead to
similar outcomes. For example, users may fail to take pre-
ventative measures such as conducting a virus scan [32].

Seventhly, further causes of insecure user behaviours may
be explained by post completion errors. This may occur when
users are engaged with tasks that involve a sequence of
actions some of which may by omitted despite achieving the
main task objective [1], e.g. not logging o� a shared PC [11].

Finally, status quo bias refers to how individuals’ decision
making often involves preferences towards a default actions
[1]. This may reinforce user habits associated with insecure
behaviours that may lead to cyber security vulnerabilities.

One possible approach to addressing the negative impact
of cognitive biases that may lead to insecure user behaviours
involves providing users with relevant and pertinent infor-
mation concerning their actions. Acquisti et al. argue that
providing e�ective information that increases users’ risk per-
ception and awareness of cyber security threats may also
provide a means to encourage users to act more securely [1].

4 CYBER SECURITY RISK COMMUNICATION
Many studies have emphasised the role of cyber security
risk communications (CSRCs) for addressing vulnerabilities
caused by user behaviours. [3, 10, 15, 29]. CSRCs may help
reduce vulnerabilities by increasing user risk perception and
lowering susceptibility to potential threats. CSRCs may also
provide a means for applying persuasive strategies and be-
havioural change techniques for encouraging users to act
more securely, while increasing awareness and risk percep-
tion to vulnerabilities caused by insecure actions [1, 27].
Designing an e�ective CSRC involves considering what

information is presented and how, in addition to who are
the receiver and source [3]. Recommendations for increasing
the e�ectiveness of CSRCs include reducing cognitive load
required by users to understand and acknowledge potential
risks [20, 30] and ensuring information presented is consis-
tent, clari�ed and provides a means for users to visualise
potential outcomes of risks involved [3].

The original idea behind CSRC (and the underlying ELM
and HSM models [31]) is that behaviour depends on inten-
tions, which in turn depend on attitudes. So, informing peo-
ple about risks can change the way they think about their
behaviour, and thereby lead to behaviour change. However,
much research suggests a large attitude-behaviour gap, and
also, that the e�ectiveness of interventions targetting atti-
tudes is not always high. Therefore, we want to amend CSRC
by incorporating persuasive strategies into communications
that target behaviour directly, in line with work in persuasive
technology and by psychologists such as Cialdini [6].

To develop persuasive strategies that may be incorporated
within CSRCs for encouraging behaviour change, we propose
adopting techniques from design guidelines and recommen-
dations for developing persuasive interactive systems and
behavioural change interventions. Our proposed method-
ological approach towards developing persuasive strategies
for CSRCs is as follows:
(1) Identifywhich events should trigger appropriate CSRCs
(2) Identify relevant behavioural determinants related to

the event that may lead to insecure behaviours
(3) Specifywhat risks are associatedwith these behaviours

following recommendations from [3]
(4) De�ne goals of persuasive strategies based on behaviours

associated with best practice for cyber security that
are suitable responses to the event

(5) De�ne persuasive strategies based on the relationship
between behavioural determinants of the event and
goals of persuasion, as recommended by [25, 26, 28]

(6) Re�ne persuasive strategies by type, indicating how
behavioural determinants of the event, related to the
goals of persuasion, interact with either or both re�ec-
tive and impulsive cognitive systems of the user1

(7) Re�ne persuasive strategies using generic persuasive
design principles techniques, described by, e.g., [6, 13]

(8) Evaluate e�ectiveness of persuasive strategies.

5 DISCUSSION
We propose integrating persuasive strategies within CSRCs
as a potential solution for reducing user security vulnerabili-
ties. We present a proposed methodology for developing per-
suasive strategies for this purpose drawing from guidelines
for designing persuasive interactive systems and behavioural
change interventions. In future work, we plan to conduct
user evaluation studies of CSRCs incorporating persuasive
strategies developed using our proposed methodology.
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